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Abstract

This case study investigates the implementation of Virtual Reality (VR) technology in facilities management Competency-Based Training (CBT) within one of Singapore’s leading facilities and township management companies. Traditionally, workplace training in facility management has relied heavily on lecture-based methods, often resulting in insufficient preparation and a high turnover rate among newly onboarded staff. To address this challenge, this study explores the conversion of training materials into VR-based courseware, enabling immersive and interactive learning experiences.

Two groups of newly onboarded staff underwent either traditional lecture-based or VR training sessions. Results indicate that those trained using VR exhibited a better comprehension of the material and higher levels of motivation compared to their counterparts in the traditional lecture-based group. However, it was noted that VR training carries the risk of cybersickness, with some participants reporting symptoms such as dizziness. To mitigate this issue, insights from existing literature on cybersickness are incorporated to enhance future VR training materials.

This paper studies the application of VR in Facilities Management Competency-based training within the discourse of Industrie 5.0, the latest evolution of industrial technology that emphasizes human-machine collaboration and smart technologies such as VR. By leveraging VR technology for training purposes, this initiative aligns with the principles of Industrie 5.0, fostering innovation and efficiency in facility management practices. Overall, this research underscores the potential of VR in revolutionizing training methodologies within the practices of facilities management while addressing associated challenges to ensure optimal learning outcomes.

Introduction

Constructivism is a learning pedagogy that states that people gain understanding and knowledge through experiencing and reflecting on their experiences [1]. The newly gained knowledge is built on the foundation of old knowledge as well as undertaking real tasks with objectives [2,3]. In other words, constructivist learning will take place in a constructivist learning environment where the learner is exposed to the material being studied [4]. However, such an environment is usually not readily available especially when learning takes place in a traditional lecture-based setting. With the advancement of technology, a constructivist learning environment can be easily recreated using immersive media such as VR and Augmented Reality (AR). In VR, the user is completely immersed in a virtual environment and cannot see the real world around him. AR, on the other hand, exposes the user to the actual environment with virtual objects superimposed on it [5].

With technological advancement, more subtypes of VR and AR will emerge and these immersive media can be placed on a virtuality continuum as described by Milgram and Kishino [6].

Studies pertaining to the benefits of VR/AR application in education especially in the teaching of Science, Technology, Engineering, Arts, and Mathematics (STEAM) skills have been widespread since its introduction. The literature was compiled and examined by Bacca, et al. [7], Radu [8], Altinpulluk [9], Jesionkowska, et al. [10], and Bower and Jong [11]. Most of the literature shows that VR/AR helps to increase learners’ motivation, capture learners’ attention, and increase content understanding and memory retention. Wu, et al. [12] and Radu [8] also highlighted various issues pertaining to the usage of immersive media in education. Some of them include usability difficulties, learner’s inherent differences leading to uneven learning outcomes, and learners being overwhelmed by information. These
issues, however, can be addressed via the allocation of more resources to prepare the VR devices prior to the course, scaffolding, and segmenting course content to the comfort of the majority of learners.

Aside from education, VR/AR technology is also used in the medical trade to train surgeons [13,14], industrial maintenance and assembly [15-19], tourism especially when showcasing museum exhibitions [20] and facility management [21,22]. Singapore only saw an increased adoption of immersive media as a means to uplift the tourism sector when the country went into lockdown during the Covid-19 pandemic [23]. This delayed adoption was likely due to cost pertaining to the purchase and maintenance of the VR/AR hardware and software, as well as the lack of dedicated personnel to develop the associated materials [24].

In this paper, we have identified the facility management industry to pilot a VR training program using tools readily available in the market. Typically, facility managers are made to go through traditional lecture-based and on-the-job training after being deployed to their respective facilities. However, this ineffective and untimely training affects the proficiency, along with the morale and confidence of the new staff resulting in a high turnover rate. Therefore, a preliminary study was conducted to evaluate the benefits of adopting VR in the training of facility managers. The effectiveness of the VR training program is then evaluated using a post-training quiz, followed by a survey and subsequently an oral interview with the facility managers.

Background

The work scope of the Facility Manager (FM) spans multiple disciplines. They are not required to possess specialized skills like an engineer or architect. However, facility managers need to have an adequate understanding of various disciplines to ensure the functionality of the physical environment through the integration of people, places, processes, and technology [25]. Consequently, newly on-board FMs especially young graduates often face an uphill task of having to digest a large amount of information pertaining to the facility they are posted to. Often, this information is accompanied by history unique to the facility and its associated equipment and incomplete understanding could exacerbate the existing problem. This, coupled with ineffective training, often leads to high turnover rates in Facility Management companies.

In this project, we collaborated with one of Singapore’s largest estate and property management companies. The company has a track record of township management and has managed many public housing estates, wet markets, food centers, and vehicle parking facilities. To date, they are still adopting traditional classroom, lecture-based training for their newly on-board staff. Training for new staff usually occurs one to two months after onboarding due to the need to consolidate staff at different onboarding times and is further limited by the availability of trainers (usually the seniors managing the facilities). The difficulty of face-to-face training was exacerbated during the Covid-19 pandemic when Work from Home and social-distancing measures were implemented [26]. Not with standing, facility management services remain essential during the lockdown period. This can be challenging for new staff because other than common areas, FMs also need to conduct their inspection checks on restricted zones like rooftops, pump rooms, and switchrooms. As these areas are commonly out-of-bounds, newly onboard staff can only visualise the maintenance scenario from the limited images and explanations provided by the lecture notes. The uncertainty that comes from the lack of training can lead to mishandling of equipment resulting in irreparable or costly damage. Inadequately trained facility managers might also overlook important work safety procedures leading to severe injury or fatality, especially at hazardous locations like switchrooms and roofs.

The creation of the VR Training program will provide timely relief to these newly on-board staff by allowing them the opportunity to familiarise themselves with the environment prior to having to maintain and manage them. It also allows the learners to learn independently at their own pace.

Methodology

Demographics of candidates

20 staff were selected for the purposive study, whereby participants, cases, and data are selected by the researchers because they are considered to be the most relevant and valuable to address the research question or achieve the research objectives. This method allows researchers to focus their investigation on particular aspects of interest and tailor their sampling strategy accordingly, aiming for depth rather than breadth in understanding the phenomenon under investigation. Out of the 20 participants, 10 were introduced to lecture-based training while the other 10 were introduced to VR-based training. All the participants were then subject to a test to evaluate their understanding and proficiency. A survey was also conducted to appraise their level of satisfaction with regard to training quality. Anecdotal comments from individuals based on their own experiences or perceptions provided valuable insights, viewpoints, and illustrative examples to support the argument and findings of this study.

Table 1 lists the demographics of the selected staff. Each...
group comprised 10 participants, i.e., three seniors above the age of 50 and seven young adults. The highest education attained by the seniors was Secondary level, which is the equivalent of high school. They are staff with 1 year or less of working experience in property or facilities management, and who have made career switches and are currently undergoing a conversion course to be a facility manager. The young working adults are a mixture of young graduates of diploma and degree level with varying years of experience. The average years of experience of the T and V groups are 2.9 and 4.6 years, respectively. Despite this difference, we have selected candidates who have no experience with the selected training locations to ensure an equitable starting ground. Participants’ informed consent has been obtained for carrying out the study and its publication.

Formulation of training syllabus and content

Competency-based training stands apart from conventional training methodologies by prioritizing the outcomes achieved rather than solely focusing on the training process itself. This approach is centered on cultivating the capabilities or Knowledge, Skills, Attitudes, and Values (KSAVs) essential for proficient performance [27,28]. Unlike traditional training models that rely on standardized tests and minimum passing grades to assess proficiency, competency-based training (CBT) adopts a multifaceted approach to evaluate competence. In CBT, proficiency is assessed through a combination of diverse methods aligned with predetermined learning outcomes and assessment criteria [27]. This methodology ensures that the workforce in Facilities Management is equipped with the requisite technical skills to navigate technological advancements effectively. In this case, by tailoring training to industry-specific standards and on-the-job requirements, CBT facilitates the immediate and long-term alignment of training outcomes with industry needs, thereby fostering a workforce adept at meeting the evolving challenges of the Facilities Management sector. Figure 1 shows the competency-based framework.

For this study, three locations (Switch room, pump room, and rooftop) were selected for conversion to VR training because of the large amount of information associated with the maintenance of such dedicated facilities. Moreover, these locations are generally out of bounds hence the incoming facility managers would be able to start training from a clean slate thereby making the comparison fairer.

A 360-degree panoramic camera (Samsung Gear360) was mounted on a tripod and placed in the space of interest to capture images within the room. Images were then exported to the Samsung Gear360 Action Director for stitching and post-production. Subsequently, stitched and edited images were uploaded to Tour Creator to notate Points of Interest (POIs). POIs are specific locations in the 360-degree images and hold additional information needed by the facility managers. Figure 2 shows the POIs, labelled from 1 to 5, within the switchroom. Table 2 describes details pertaining to each POI.

Staff undergoing VR training would don a VR headset and be “teleported” to the training environment through the headset. The staff could navigate around the training environment.

Table 1: Demographics of candidates.

<table>
<thead>
<tr>
<th>Candidate No.</th>
<th>Age</th>
<th>Years of experience</th>
<th>Highest education attained</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>22</td>
<td>&lt;1</td>
<td>Diploma</td>
</tr>
<tr>
<td>T2</td>
<td>23</td>
<td>1</td>
<td>Diploma</td>
</tr>
<tr>
<td>T3</td>
<td>24</td>
<td>1</td>
<td>Diploma</td>
</tr>
<tr>
<td>T4</td>
<td>26</td>
<td>2</td>
<td>Degree</td>
</tr>
<tr>
<td>T5</td>
<td>30</td>
<td>4</td>
<td>Diploma</td>
</tr>
<tr>
<td>T6</td>
<td>31</td>
<td>4</td>
<td>Degree</td>
</tr>
<tr>
<td>T7</td>
<td>31</td>
<td>2</td>
<td>Degree</td>
</tr>
<tr>
<td>T8</td>
<td>52</td>
<td>1</td>
<td>Secondary</td>
</tr>
<tr>
<td>T9</td>
<td>55</td>
<td>5</td>
<td>Secondary</td>
</tr>
<tr>
<td>T10</td>
<td>56</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>V1</td>
<td>22</td>
<td>3</td>
<td>Diploma</td>
</tr>
<tr>
<td>V2</td>
<td>24</td>
<td>2</td>
<td>Diploma</td>
</tr>
<tr>
<td>V3</td>
<td>25</td>
<td>4</td>
<td>Diploma</td>
</tr>
<tr>
<td>V4</td>
<td>26</td>
<td>4</td>
<td>Degree</td>
</tr>
<tr>
<td>V5</td>
<td>30</td>
<td>5</td>
<td>Degree</td>
</tr>
<tr>
<td>V6</td>
<td>31</td>
<td>3</td>
<td>Diploma</td>
</tr>
<tr>
<td>V7</td>
<td>31</td>
<td>8</td>
<td>Degree</td>
</tr>
<tr>
<td>V8</td>
<td>52</td>
<td>1</td>
<td>Secondary</td>
</tr>
<tr>
<td>V9</td>
<td>54</td>
<td>8</td>
<td>Secondary</td>
</tr>
<tr>
<td>V10</td>
<td>54</td>
<td>8</td>
<td>Secondary</td>
</tr>
</tbody>
</table>

Note: Learners denoted by prefix “T” and “V” are either subjected to traditional lecture-based training or VR training respectively.
grounds at their own pace. To evaluate the effectiveness of the VR training, both groups of staff would be subjected to a post-training quiz and survey. The post-training survey was designed to examine the course quality, and contribution of the training and to provide further feedback on the training methodology.

**Results and discussion**

**Results from the post-training quiz regarding the VR Competency-based training**

Whilst no staff failed the quiz, it is evident that staff who underwent the VR training generally fared better. Since the demographics of staff from both groups were comparable, results from the post-training quiz hence implied that the provision of an immersive learning experience aided better understanding and enhanced memory retention within learners. We looked at feedback gathered from the post-training survey to understand the contributing factors behind this outcome (Figure 3).

**Feedback from the post-training survey regarding the VR Competency-based training**

With the same amount of training material delivered in a more interactive and immersive format, staff were able to maintain their concentration hence finding the pace of delivery and duration of the VR training course favourable compared to the traditional lecture-based training course (Figure 4). The following was reflected in their rating for the quality of training. In general, Figure 4 shows that staff preferred the VR Training more than the lecture-based training.

The new staff were also asked to rate their degree of competency before and after the course. Staff undergoing the lecture-based training only saw marginal improvement in their competency where 40% of the staff improved from poor comprehension of the competency to either fair or satisfactory. On the other hand, there was a much more significant improvement in competency for staff undergoing VR training. The number of staff who rated their competency as “very good” increased by 70% after the VR training. The last two questions from Figure 5 further reinforce this observation.

Figure 6 shows an overwhelmingly positive response to the use of VR training. This is congruent to the oral feedback obtained from staff undergoing lecture-based training where most find the lecture notes lengthy and thus unable to capture their attention. The technical portion was also especially challenging for the new staff since the limited number of images made it hard to comprehend the maintenance of a switchroom from a broad to narrow perspective. For example, the staff were unable to visualise the components on a main switchboard from the lecture notes but were able to better appreciate when they were “walking” through the room and interacting with the POIs which highlighted the respective components. Results from the post-training quiz and survey show that the constructivist approach of placing the learners in a context (virtual environment) can improve learning performance and spark learning interest and efficiency [29,30].
Table 2: Details embedded within each POI shown in Figure 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>POI Label</th>
<th>Description for POI</th>
<th>Image associated with POI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Electrical box</td>
<td>There should always be a protective cover and casing. The attached photo is one of the common defects found in the switch room.</td>
<td><img src="image" alt="Electrical Box" /></td>
</tr>
<tr>
<td>2</td>
<td>Cardio-Pulmonary Resuscitation (CPR) Procedures</td>
<td>One of the essential items for the switch room. CPR Procedures should always be put up in the switch room to guide people on how to conduct CPR during emergencies. This is one of the mandatory items in the switch room.</td>
<td><img src="image" alt="CPR Guidelines" /></td>
</tr>
<tr>
<td>3</td>
<td>Single Line Diagram</td>
<td>Single Line Diagram (SLD) is a simplified notation for representing a three-phase power system. It has to be updated regularly and upon any amendments. This is one of the mandatory items in the switch room. SLD should be mounted onto the wall for ease of reference for electricians or License Electrical Workers (LEW).</td>
<td><img src="image" alt="Single Line Diagram" /></td>
</tr>
</tbody>
</table>
Despite showing interest in the VR training, some of the participants also mentioned that the content can be hard to follow while others experienced dizziness after a long VR training session. This former effect was also registered in the literature that has applied AR/VR in education [7-9]. The latter symptoms are likely to be associated with cybersickness which is a long-standing issue with the usage of VR devices such as head-mounted displays. Cybersickness is another subset of motion sickness where users of technologies associated with AR and VR experience unpleasant symptoms such as dizziness, eyestrain, blurred vision, headache, difficulty focusing, nausea, and even stomach discomfort [31,32].

The most widely accepted explanation for cybersickness is a sensory mismatch between the visual and vestibular senses also known as the sensory conflict theory [32,33-36]. These could be due to a visual-vestibular mismatch, whereby users experience rapid visual movements without corresponding physical movements, thereby causing a dissonance between what the eye perceives and what the inner ear senses which confuses the brain and induces dizziness. It could also be due to latency and lag between the user’s movements and the corresponding changes in the virtual environment, which disrupts the brain’s ability to synchronize visual and vestibular cues, resulting in discomfort. Last but not least, in some VR systems, limitations in field of view or inadequate depth perception can contribute to feelings of dizziness, as the brain struggles to process visual cues accurately.

Factors leading to cybersickness range from age, gender, health, positioning, and prior experience but these factors have high individual variability [36,37]. It would have been irrational to exclude individuals from the training based on such factors. Based on research, there is a need to improve the framework and scaffold the training into shorter duration, bite-sized courses or courseware in order

---

<table>
<thead>
<tr>
<th>4</th>
<th>Main Switchboard</th>
<th>This big stretch of the cabinet is the main switchboard, whose functions are: 1) For reception and distribution of electrical supply; 2) For protection and safe use of supply; and 3) For status indication. The components shown, include the Inverse Definite Minimum Time Lag (IDMTL) Relay, Earth Fault Relay, for status indication, Outgoing and Incoming Indicating lights, voltmeter, maximum demand Amp meter, and Amp meter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Spare compartment in the main switchboard</td>
<td>(Shows the inside of the spare compartment)</td>
</tr>
</tbody>
</table>

---

Figure 6: From post-training Survey (training feedback).
to improve the well-being and comfort of the participants. For instance, Rebenitsch [38] collated advisory from different VR headsets and researchers and suggest limiting time spent experiencing VR to between 15 to 30 mins; Davis, et al. [36] conducted a study using the Oculus Rift headset and concluded that cybersickness will increase with (i) greater level of detail and realism and (ii) greater visual flow; while LaViola and McMahan [39] offered several recommendations – i) that high-quality VR hardware with low latency and high refresh rates can be utilized to minimize sensory conflicts, reduce lag and latency, ensuring smooth and responsive interactions; ii) provide shorter and gradual exposure to allow users to acclimatize to the virtual environment; iii) incorporate comfort measures to reduce motion sickness triggers like peripheral vision movement or artificial locomotion; iv) improving motion smoothing techniques or comfort vignettes to reduce sudden movements and provide visual cues to help the brain reconcile conflicting sensory inputs; and v) educating users so that users understand the potential side effects and techniques to mitigate cybersickness such as taking breaks, focusing on stable objects or adjusting VR settings. These guidelines will be incorporated as we continue to improve on the training materials developed for the company.

Human-in-the-loop/ the human-computer interplay in Industrie 5.0

Industrie 5.0, which can be regarded as an extension or advancement beyond Industrie 4.0, emphasizes personalization and humanization, or the integration of human-in-the-loop alongside enabling technologies such as AI, robotics, automation, and ARVR [40-42]. In other words, it recognizes the complementary strengths of humans and technologies and seeks to harness the integration to drive productivity, innovation, and sustainability. To harness these advantages, consideration of the human-computer interplay is essential. The human-computer interplay in Augmented Reality (AR) and Virtual Reality (VR) involves the interaction between users and the digital environments or interfaces presented by the technology. Some key aspects of this human-computer or ARVR technology interplay include:

- **User input:** Users interact with AR and VR environments through various input methods such as hand gestures, voice commands, eye tracking, controllers, and motion sensors. These inputs are essential for navigating and manipulating virtual objects or interacting with augmented content overlaid on the real world.

- **Gesture recognition:** AR and VR systems often incorporate gesture recognition technology to interpret and respond to users’ hand movements and gestures. This allows for more intuitive and immersive interactions within virtual environments.

- **Spatial tracking:** Both AR and VR rely on spatial tracking technologies to understand the user’s position and movements in physical space. This can involve using external sensors, cameras, or inside-out tracking systems integrated into headsets to accurately track the user’s location and orientation.

- **Haptic feedback:** Haptic feedback provides users with tactile sensations to enhance their sense of presence and realism in virtual environments. This can include vibrations, force feedback, or other tactile sensations delivered through specialized controllers, gloves, vests, or other wearable devices.

- **Natural Language Processing (NLP):** In AR and VR applications, users may interact with virtual environments using natural language commands or speech recognition systems. NLP technologies enable the interpretation of spoken words or text input, allowing users to communicate with virtual assistants, characters, or other elements within the environment.

- **User interface design:** Designing intuitive user interfaces (UI) and user experiences (UX) is crucial for effective human-computer interaction in AR and VR. This involves considerations such as menu layout, object manipulation techniques, feedback mechanisms, and minimizing cognitive load to ensure seamless navigation and interaction within the virtual environment.

- **Sensory immersion:** AR and VR aim to create immersive experiences by engaging multiple senses, including sight, sound, and sometimes touch. By stimulating multiple sensory modalities, these technologies enhance the feeling of presence and immersion, blurring the boundaries between the real and virtual worlds.

- **Adaptive systems:** Adaptive systems in AR and VR can dynamically adjust the user experience based on user input, preferences, or contextual information. This may involve personalized content recommendations, adaptive difficulty levels in games, or real-time adjustments to the virtual environment based on user interactions.

In a nutshell, the human-computer interplay in AR and VR is evolving rapidly as technologies advance and new interaction paradigms emerge, with the goal of creating increasingly immersive, intuitive, and engaging experiences for users.
Recommendation of application of Virtual Reality (VR) in facility management Competency-Based Training (CBT) in the Era of industrie 5.0

The Job Transformation Map in the Built Environment, particularly in Facilities Management, incorporates innovative training methodologies such as virtual reality (VR) to enhance workforce readiness for the evolving landscape. VR training plays a crucial role in this process by providing immersive and interactive learning experiences that simulate real-world scenarios encountered in facilities management. Through VR simulations, professionals can practice handling complex maintenance tasks, navigating through smart building technologies, and responding to emergency situations in a safe and controlled environment. Moreover, VR training allows for the integration of emerging technologies and best practices, enabling facilities management professionals to stay abreast of the latest developments and trends. By incorporating VR and embracing this transformational approach, organizations can effectively upskill or reskill their workforce, foster adaptability to new technologies, and ensure readiness to tackle the challenges and opportunities present in the built environment sector (Figure 7).

Virtual Reality (VR) training scenarios in facilities management present a valuable tool for simulating diverse tasks and situations encountered in professionals’ daily operations. For instance, trainees can engage in building maintenance and repair within a virtual environment, addressing issues like plumbing leaks, electrical faults, or HVAC malfunctions using VR controllers to interact with virtual tools. Similarly, VR facilitates emergency response and safety training by recreating scenarios such as fires or medical emergencies, enabling trainees to practice response procedures under pressure. Additionally, VR aids in space planning and layout optimization, allowing trainees to visualize and manipulate virtual floor plans and furniture arrangements to maximize efficiency. Moreover, VR simulations educate on environmental sustainability and energy management strategies, while also offering insights into occupant experience and facility design choices. These immersive experiences enhance professionals’ skills and decision-making abilities, preparing them to navigate the complexities of facilities management effectively.

In order for VR training to be successful, future considerations would include (i) scaffolding of training to be more focused on the individual theme thereby shortening the training duration (ii) changing of platform to mobile devices such as tablets and smartphones (iii) incorporation of VR into the training to ease up on the realism.

There is obviously a need to be mindful of the developments in the VR space. The latest strategies and solutions to address cybersickness in Virtual Reality (VR) training involve a combination of technological advancements and user-centered design approaches. Recent developments focus on optimizing VR hardware and software to reduce latency and improve visual fidelity, thus minimizing sensory conflicts that contribute to cybersickness. Motion smoothing techniques and comfort settings have been refined to provide smoother experiences and mitigate discomfort during VR interactions. Additionally, there is a growing emphasis on individualized approaches, where users can adjust...
settings based on their susceptibility to cybersickness and preferences. Emerging research also explores the potential of adaptive VR environments that dynamically adapt to user behaviour and physiological responses to minimize adverse effects. Furthermore, ongoing efforts in education and user training aim to increase awareness of cybersickness and provide users with effective coping strategies. These advancements underscore a multidisciplinary approach that combines insights from psychology, human-computer interaction, and engineering to enhance the comfort and effectiveness of VR training experiences.

This is even more relevant or critical as facilities managers transition into Industrie 5.0, which emphasizes the integration of human intelligence and skills with advanced technologies such as Blockchain Technology, Unmanned Aerial Vehicles, 5G, Exoskeleton, Mixed Reality, and Digital Twin. When utilizing VR for competency-based training, the incorporation of Industrie 5.0 principles becomes crucial for several reasons. VR offers immersive and interactive training environments that simulate real-world scenarios, enhancing the learning experience by integrating humans into the loop.

The flexibility of customization and adaptability to suit individual learning styles and preferences allows trainees to receive personalized guidance, feedback, and support, which would not be available in a traditional classroom setting. Moreover, many industrial tasks require a combination of cognitive abilities, problem-solving skills, and manual dexterity, and the concept of human-in-the-loop ensures the effective development of such complex skills within VR simulations. Additionally, safety and risk mitigation are enhanced as human operators bring an inherent understanding of safety protocols from VR scenarios. Furthermore, optimized knowledge transfer occurs as human expertise is integrated into VR simulations, facilitating a comprehensive understanding of tasks and processes. As importantly, VR in the era of Industrie 5.0 promotes a culture of continuous improvement by empowering human operators to engage with technology and drive innovation within VR training loops, thereby enhancing overall training effectiveness over time.

Conclusion

This study is a preliminary attempt to convert traditional lecture-based training to Competency-based training using VR. Feedback from the quiz and survey shows that VR training can motivate learners, improve their understanding of their work tasks, and enhance memory retention. However, designers of VR training would have to be aware of the learners’ discomfort due to cybersickness. Taking the human element into consideration is critical.

VR training modalities have the potential to replace traditional training methods. However, while VR training modalities offer many advantages, including immersive simulations and scalability, addressing the challenges of replicating practical hands-on experience requires innovative approaches that leverage advancements in technology, customization, and integration with traditional training methods.

In the context of Industry 5.0, which emphasizes human-machine collaboration and the integration of advanced technologies like Virtual Reality (VR), addressing the challenges of replicating practical hands-on experience in VR training modalities is crucial. To achieve this, a hybrid training approach can be adopted, combining VR training with traditional hands-on methods to provide trainees with both immersive simulated environments and tangible real-world interactions. Additionally, continuous advancements in VR simulation technologies should be pursued to better replicate real-world scenarios and interactions, such as improvements in haptic feedback and interactive elements within VR environments. Physical interfaces and peripherals can also be developed to enhance the sense of touch and manipulation within VR environments, while remote collaboration and mentorship opportunities can be facilitated through VR technology, allowing trainees to connect with experts from anywhere in the world. Furthermore, customized training programs tailored to the specific needs and learning objectives of individual trainees can help ensure that they receive the hands-on experience and practical skills needed to succeed in their roles. It is proposed that converging and integrating VR with traditional training methods with human interaction and inputs can address the challenges of cognitive as well as skills based training, simulating practical hands-on experience and optimizing training effectiveness for Facilities management and beyond.
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