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Abstract

Th is study explores the repercussions of excessive reliance on Artifi cial Intelligence (AI) on human cognitive processes, specifi cally targeting problem-solving, 
creativity, and decision-making. Employing qualitative semi-structured interviews and Interpretative Phenomenological Analysis (IPA), it delves into the nuanced 
challenges and risks stemming from an overemphasis on AI. Th e research illuminates a nuanced landscape: while AI streamlines problem-solving tasks and provides 
valuable support, there’s a crucial need to safeguard human judgment and intuition. In the realm of creativity, divergent viewpoints emerge, underscoring concerns 
regarding AI’s potential limitations and advocating for a harmonious interplay between AI-generated suggestions and individual creative thought. Regarding decision-
making, participants recognize AI’s utility but underscore the necessity of blending AI insights with critical thinking and consideration of unique circumstances. Th ey 
caution against complacency, advocating for a judicious equilibrium between AI guidance and individual expertise. Th is study innovates by providing multifaceted 
insights into the complexities of AI-human interaction, uncovering nuanced perspectives on its impacts across problem-solving, creativity, and decision-making 
domains. By bridging this gap, it advances understanding of how AI integration infl uences cognitive processes, off ering practical implications for fostering a balanced 
approach. Its innovative methodology combines qualitative interviews and IPA, off ering rich, nuanced data that provide a deeper understanding of the subject matter. 
Th is research serves as a beacon for promoting awareness of the risks associated with overreliance on AI, advocating for a mindful integration that upholds human 
agency while leveraging AI capabilities eff ectively.

Introduction

In recent years, there has been rapid advancement in Artifi cial 
Intelligence (AI), revolutionizing various aspects of our lives. AI 
has transformed industries, improved effi  ciency, and provided 
innovative solutions to complex problems. The term AI now 
encompasses the broad concept of intelligent machines with 
operational and social implications, projected to reach a market 
value of 3 trillion by 2024 [1]. As the abundance of information 
continues to expand, humans are increasingly relying on AI 
systems for various aspects of their lives, including research, work, 
entertainment, and education [1-4]. 

Since the concept of “Just google it,” technology become 
ingrained in our digital age, where individuals instinctively turn to 
search engines for quick answers to their queries. As AI continues 
to progress, there is a growing concern about the overdependence 
on AI technologies and their potential impact on human cognition 
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in terms of creativity, problem-solving, and decision-making 
processes. Carr [5] believes that “we are evolving from being 
cultivators of personal knowledge to being hunters and gatherers 
in the electronic data forest... dazzled by the net’s treasures, we 
are blind to the damage we may be doing to our intellectual lives”. 
Siemens, et al. [6] respond to this by stating, “AI is not a future 
technology. It is already present in our daily lives, often shaping, 
behind the scenes, the types of information we encounter”. 
Through AI, “machines have evolved to the point where they can 
now do what we might think of as complex cognitive work, such 
as math equations, recognizing language and speech, and writing” 
[7]. Beyond that, Jeste, et al. [8] argue that AI intelligence “does 
not best represent the technological needs of advancing society 
because it is ‘wisdom’, rather than intelligence, that is associated 
with greater well-being, happiness, health, and perhaps even 
longevity of the individual and society. Thus, the future need in 
technology is for artifi cial wisdom (AW)”.

https://crossmark.crossref.org/dialog/?doi=10.61927/igmin158&domain=pdf&date_stamp=2024-03-25
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AI-Augmented Minds, commonly known as Augmented 
Intelligence [9], is a term that describes the complex and 
benefi cial interaction between humans and AI technologies. It 
refers to how AI can help and improve human cognitive processes 
by integrating AI intelligence into various aspects of human 
thinking, problem-solving, decision-making, and creativity to 
make them more eff ective and productive [9]. Hence, Cremer & 
Kasparov [7] emphasize the positive potential of AI and counter 
the pessimistic view that AI will have detrimental eff ects on 
society and organizations. They highlight the belief that AI has the 
capacity to enhance productivity and automate routine cognitive 
tasks, which can ultimately be benefi cial rather than threatening. 
To achieve that, AW systems will be built upon neurobiological 
models of human wisdom. These systems should possess the ability 
to: a) learn from experience and rectify errors, b) demonstrate 
compassionate, impartial, and ethical behaviors and c) recognize 
human emotions and assist users in managing their emotions and 
making wise choices [8].

This study proposes the term “Artifi cial-Intelligence-
Minds” or “AI-Minds,” which refers to the phenomenon where 
individuals excessively rely on AI tools and systems as a source of 
information, guidance, and decision-making, potentially altering 
their intellectual characteristics and cognitive processes. This 
overreliance on AI raises questions about the extent to which it may 
shape human thinking patterns, infl uence higher-order thinking 
skills, and impact the overall cognitive abilities of individuals. By 
considering the implications of the “Just google it” mentality and 
exploring the concept of AI-Minds, we can gain insights into the 
potential risks associated with overreliance on AI and the ways in 
which AI integration might shape human cognition. In addressing 
human concerns regarding the power dynamics between humans 
and intelligent machines, it is important to emphasize that AI 
should function solely as a service provider to humans [4]. This 
highlights the signifi cance of adhering to ethical principles and 
acknowledging the value of rational decision-making in the context 
of AI-human interactions [4]. 

The limited research on the impact of overreliance on AI 
technologies on human cognition, specifi cally on creativity, 
problem-solving, and decision-making, hinders our comprehensive 
understanding of its consequences and implications. While some 
studies focus on the benefi ts of AI augmentation, there is a lack 
of empirical evidence and theoretical frameworks examining the 
risks and limitations of excessive reliance on AI. This gap inhibits 
the development of responsible and ethical AI utilization and calls 
for investigations into the potential drawbacks of AI integration.

Understanding the impact of overreliance on AI is crucial 
for informing the design, implementation, and regulation of AI 
technologies. In recent years, the proliferation of AI technologies 
has led to an unprecedented reliance on them for various cognitive 
tasks, ranging from simple problem-solving to complex decision-
making processes. However, this increased dependence raises 
concerns about its impact on human cognition and decision-
making abilities. 

As humans delegate more cognitive tasks to AI systems, 
questions arise about the consequences of such reliance on 

creativity, problem-solving, and decision-making processes. The 
transition from AI-augmented minds to AI-centric minds, where 
individuals excessively rely on AI for cognitive tasks, presents a 
paradigm shift with profound implications. This shift prompts 
the need for a critical examination of the consequences, risks, 
and limitations of this dependency on AI, particularly in shaping 
human thinking patterns and higher-order cognitive skills.

This study aims to fi ll this research gap by critically examining 
the impact of overreliance on AI technologies on human cognition, 
with a specifi c focus on problem-solving, creativity, and decision-
making. By elucidating the ramifi cations of excessive reliance 
on AI, the research seeks to inform responsible and ethical AI 
utilization practices. Importantly, the study does not delve into 
the technical aspects of AI development or implementation but 
instead focuses solely on the cognitive processes of individuals and 
the associated risks posed by overreliance on AI.

Literature review

Theoretical approach: The theoretical approach for the 
study can draw upon Technological Determinism (TD), which 
explores the idea that technology plays a signifi cant role in shaping 
society and human behavior [10-12]. The adoption of disruptive 
innovations such as AI off ers both opportunities and threats for all 
stakeholders involved [12]. Despite the criticisms of TD, it remains 
prevalent as analysts rely on it to understand the integration of 
advancing technologies such as AI in diverse social contexts, as well 
as the reactions and responses we all encounter when faced with 
novel machines and alternative methods of accomplishing tasks 
[13,14]. Cremer & Kasparov [7] acknowledge that the initial stages 
of implementing and developing new technology can be disruptive 
but argue that the true value of AI often becomes apparent over 
time.

Another theoretical approach to the current study is the 
augmented Cognition Theory (ACT). This theory focuses on 
designing technologies, including AI, to enhance human cognitive 
abilities [15]. It emphasizes the idea that technology can be used to 
augment human cognitive processes, such as perception, attention, 
memory, and problem-solving [15]. By leveraging AI capabilities, 
such as data processing, pattern recognition, and information 
retrieval, systems can provide support and assistance to individuals, 
ultimately enhancing their cognitive performance [15]. Typically, 
an augmented cognition system is composed of three primary 
elements: cognitive state sensors, adaptation strategies, and 
control systems [16]. Cognitive state sensors are devices that assess 
the user’s cognitive and emotional states by analyzing behavioral, 
physiological, and neurophysiological signals [16]. Adaptation 
strategies are techniques that adjust the interaction between the 
user and the system based on the user’s state, such as modifying 
the presentation of information, off ering feedback, or providing 
assistance [16]. Control systems are algorithms that coordinate the 
sensors and adaptation strategies to enhance human performance 
and optimize the user experience [16].

In the context of this study, both TD and ACT provide a 
theoretical lens to examine how the increasing reliance on AI 
technologies may lead to a shift from AI-Augmented minds, 
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where AI enhances human cognition, to AI-Minds, where humans 
excessively rely on AI for cognitive processes. Both perspectives 
help in understanding the potential consequences and implications 
of such a shift in human problem-solving, creativity, and decision-
making.

Theoretical background

To begin, it is important to grasp the concept of cognition and 
how it can be coordinated between humans and AI. According 
to Korteling, et al. [17], “for the time being, AI systems will have 
fundamentally diff erent cognitive qualities and abilities than 
biological systems”. Cognition can be defi ned as “the sensory 
processes, general operations, and complex integrated activities 
involved in interacting with information” [6]. Siemens, et al. further 
elaborate that sensory processes encompass vision, perception, 
and attention, while general operations involve language, memory, 
recognition, recall, information seeking and management 
bbehaviors Complex integrated activities include reasoning, 
judgment, decision making, problem-solving sensemaking, and 
creativity [6]. They also emphasize the cognitive tasks that can be 
augmented by AI or performed by humans (Figure 1).

One critical feature of human cognition is problem-solving, 
which is “the process of constructing and applying mental 
representations of problems to fi nding solutions to those problems 
that are encountered in nearly every context” [18]. Problem-
solving can be characterized by two fundamental attributes: 1) it 
involves constructing a mental representation of the given problem 
situation based on the provided information and, 2) problem-
solving often relies on retrieving problem schemas or previously 
stored problem-solving experiences from the solver’s memory [18]. 
In contrast, AI excels at processing and analyzing vast amounts of 
data quickly and accurately, as well as utilizing machine learning 
algorithms to identify patterns, make predictions, and extract 
insights from structured and unstructured data [17,19].

Another distinctive feature of human cognition is creativity, 
which is a complex process of the human mind that is usually 
associated with problem-solving [18]. The concept of creativity 
encompasses both cognitive and embodied aspects of human 
thought and action [20]. Additionally, it extends beyond being 
solely an interpersonal skill, as it is infl uenced by an individual’s 
cognition, personality, motivation, background, and the specifi c 
context it is expressed in [21]. Boden [22] classifi ed creativity into 

three distinct types, each characterized by unique methods for 
generating novel ideas. The fi rst type involves the construction 
of new ideas by combining familiar concepts in unexpected or 
unconventional ways. The second and third types, known as 
exploratory and transformational creativity, are closely linked 
and entail establishing fresh connections between familiar ideas 
or exploring and transforming existing concepts. On the other 
hand, AI creativity heavily relies on training data and predefi ned 
algorithms. AI can generate outputs that may appear creative, but 
they are essentially based on patterns and combinations learned 
from the provided data [23,24]. Furthermore, AI creativity is 
limited in its ability to generate truly original and unconventional 
ideas or solutions [23,24]. However, the development of AI has 
recently highlighted serious limitations in human rationality and 
shown that computers can be highly creative [24].

The third important feature of human cognition is decision-
making which is a natural result of problem-solving and creativity. 
Decision-making is an essential skill that plays a pivotal role 
in our daily lives, enabling us to adapt to our surroundings and 
exercise autonomy [25]. It entails the capacity to select among 
multiple options, and researchers from various disciplines have 
examined and explored this process through diff erent theoretical 
perspectives [25]. AI, on the other hand, usually follows predefi ned 
algorithms and rules to make decisions. AI uses mathematical 
models, statistical techniques, and logical reasoning to evaluate 
options and select the most optimal solution based on given 
criteria [17,26-30]. Some scholars argue that in specifi c domains, 
AI has demonstrated its superiority over human decision-making, 
such as in politics, where advanced strategic thinking and analysis 
of extensive data are required [29].

Given the focus on responsible and ethical AI utilization, 
Siemens, et al. [6] argue that addressing bias, ethics, suitability, 
and long-term impacts on individuals and society is of utmost 
importance. It is crucial to recognize that biases present in AI 
systems can also infl uence human systems. Therefore, it is essential 
to shed light on how AI already aff ects complex knowledge processes 
in order to mitigate its infl uence [6]. At the 41st session of the 
General Conference of UNESCO, held in Paris from November 9 to 
24, 2021, the profound and dynamic impacts of AI on societies, the 
environment, ecosystems, and human lives were acknowledged. It 
was recognized that AI’s infl uence on human thinking, interaction, 
and decision-making, as well as its eff ects on education, sciences, 
culture, and communication, can be both positive and negative 
[31]. Therefore, it is crucial to address ethical concerns related 
to informed consent, data ownership, algorithmic accountability, 
and the possibility of unintended consequences [32-38]. However, 
Héder [13] argues that “the current wave of Artifi cial Intelligence 
Ethics Guidelines can be understood as desperate attempts to 
achieve social control over a technology that appears to be as 
autonomous as no other”.

AI-minds vs. AI-augmented minds

Through the theoretical lenses of Technological Determinism 
(TD), Augmented Cognition Theory (ACT), and the work of 
Siemens, et al. [6], this study introduces the concept of “AI-Minds” Figure 1: Coordination between human cognition and artifi cial cognition [6].
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to describe the excessive or overreliance on AI technologies. The 
shift from AI-Augmented minds to AI-Minds can be infl uenced 
by technological advancements, societal perspectives, and the 
widespread use of AI in daily life. Excessive reliance on AI 
technologies can have implications for cognitive processes such as 
problem-solving creativity, and decision-making, as well as social 
interactions in the broader social context. Additionally, ethical 
concerns, privacy issues, and other potential risks may arise as a 
result of this shift (Figure 2). 

Several studies emphasized the consequences of overreliance 
on AI and its impacts on humans. The gap between humans and 
cognitive technologies, such as AI, is narrowing, and individuals 
are increasingly open to incorporating intelligent robots into 
even their most personal aspects of life [39,40]. However, 
previous research has highlighted a concerning issue in human-
AI decision-making teams known as overreliance. Overreliance 
occurs when individuals continue to trust and agree with AI even 
when it is incorrect [41]. Surprisingly, providing explanations for 
AI predictions does not mitigate overreliance compared to solely 
presenting predictions [41]. Some theories suggest that overreliance 
stems from cognitive biases or misjudged trust, implying that it is 
an inherent characteristic of human cognition [41]. Overreliance 
on AI can hinder the development of individuals’ creativity. When 
AI off ers predetermined answers and dictates the learning process, 
individuals may have limited opportunities for independent 
problem-solving and creative exploration [19,23,42,43].

For example, Chong, et al. [26] examined how positive and 
negative experiences infl uence confi dence levels and decision-
making. The fi ndings revealed that human self-confi dence, 
rather than confi dence in AI, plays a crucial role in determining 
the acceptance or rejection of AI suggestions. Additionally, 
the research identifi ed a tendency for humans to misattribute 
blame to themselves, leading to a negative cycle of relying on 
underperforming AI. The study emphasizes the importance of 
eff ectively calibrating human self-confi dence for successful AI-
assisted decision-making.

The study by Buçinca, et al. [44] found that cognitive forcing 
was more eff ective than simple explainable AI approaches in 
reducing overreliance. The researchers also examined whether 
the interventions benefi ted people with diff erent levels of need 
for cognition, which measures their motivation for engaging in 
mental eff ort. On average, participants with higher levels of need 
for cognition benefi ted more from cognitive forcing interventions. 
This research indicates that human cognitive motivation plays a 
role in moderating the eff ectiveness of explainable AI solutions. 

Similarly, Schemmer, et al. [45] observed that humans sometimes 
struggle to ignore incorrect AI advice, leading to an overreliance on 
AI. The desired outcome should be to empower humans to discern 
the quality of AI advice and make better decisions based on it, 
rather than blindly relying on it.

Furthermore, Vorobeva, et al. [46] found that the presence of 
AI has negative consequences for individuals engaged in thinking 
tasks rather than feeling tasks. This is attributed to the adverse 
impact on their perceived ability or relative performance. The 
study suggests that these detrimental eff ects occur specifi cally 
when people compare their own abilities to those of AI. Moreover, 
the study by Schelble, et al. [47] found that perceiving a teammate 
as artifi cial led to worse performance compared to perceiving them 
as human. The perceived artifi ciality did not aff ect shared mental 
model similarity, but it did impact participants’ perception of team 
cognition. Individual performance mediated the eff ect of perceived 
teammate artifi ciality on perceived team cognition.

In another study, Bakpayev, et al. [48] found that consumers 
have positive attitudes towards human-created and AI-created 
cognitive-oriented advertising, but AI-created emotion-oriented 
content receives lower evaluations. Programmatic creative ads 
work well for rational appeals and utilitarian products, but not for 
emotional appeals and hedonic products. Human input is necessary 
for creating emotion-oriented advertisements. Similarly, the 
study by Jakesch, et al. [49] shows that people struggle to identify 
AI-generated text and are often misled by intuitive but fl awed 
heuristics. AI systems can exploit these heuristics to produce text 
that appears remarkably human. This raises concerns about the 
impact of AI-generated text on human cognition, emphasizing 
the need to reorient AI language system development to support 
human cognition and decision-making.

Research methodology

In order to accomplish the goals of this research, a qualitative 
methodology is employed. Semi-structured interviews were 
conducted with a carefully chosen group of fi ve individuals who 
are avid users of AI. Semi-structured interviews were chosen as the 
primary data collection method to allow participants the fl exibility 
to express their experiences and viewpoints in a conversational 
manner [50]. This approach facilitates the collection of rich, 
detailed narratives, providing nuanced insights into the complex 
interplay between individuals and AI technologies.

The deliberate choice of engaging with a carefully chosen group 
of fi ve avid AI users was motivated by the aim to delve deeply into 
the perspectives of individuals who have extensive experience and 
engagement with AI technologies. This strategic sampling ensures 
a focused exploration of the phenomenon under investigation, as 
these participants are likely to off er unique insights based on their 
substantial interaction with AI in cognitive processes. 

Research design

The subsequent step in the research design involves the 
application of Interpretative Phenomenological Analysis (IPA) 
for rigorous data analysis [51]. IPA was selected for its suitability Figure 2: Th e shift  from AI-Augmented Minds to AI-Minds.
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in uncovering the common essences of human experiences and 
delving into individual interpretations in-depth [51]. This method 
aligns with the qualitative nature of the study, aiming to capture 
the complexities associated with the overdependence on AI 
technologies in cognitive processes.

By utilizing IPA, this research seeks to go beyond surface-
level observations, providing a comprehensive exploration of 
participants’ experiences, perceptions, and interpretations. The 
methodological choice of IPA enhances the study’s ability to 
uncover subtle nuances and variations in participants’ responses, 
contributing to a more profound understanding of the implications 
of AI overreliance on cognitive processes. The process for 
conducting IPA, as outlined by Squires [51], includes the following 
steps:

1. Articulating the research problem: This study aims 
to critically examine the concept of “AI-Minds” and explore the 
implications of the increasing overreliance on AI technologies 
in cognitive processes, such as creativity, problem-solving, and 
decision-making

2. Recruiting participants: In IPA research, the focus 
is on obtaining comprehensive and detailed data on participants’ 
perceptions and interpretations of a specifi c experience. Therefore, 
a deliberate choice is made to have a small sample size, consisting 
of fi ve heavy AI users, to gather in-depth insights.

3. Collecting data: Semi-structured interviews are 
conducted [50] to elicit rich, detailed, and fi rst-person accounts 
of participants’ experiences related to the phenomenon under 
investigation.

4. Analyzingthe data: The thematic analysis method 
is employed [50], involving several steps. The researcher begins 
by thoroughly reading and annotating key ideas and thoughts 
from one case’s transcript. This process is repeated for each case, 
identifying emergent themes and subthemes. To facilitate cross-
case analysis, a table is created to organize the identifi ed themes 
from each case.

5. Writing up the fi ndings and discussion: The 
fi ndings are presented systematically, highlighting each subtheme 
individually and establishing connections to the existing 
literature within the same section. The narratives incorporate the 
perspectives of each participant, ensuring clear links that connect 
and relate the themes to the overall analysis.

Participation and ethical considerations

The selection of participants for this study followed a purposive 
sampling method  [50] to ensure the inclusion of individuals with 

relevant experience and expertise in using AI technologies for 
cognitive tasks such as problem-solving creativity, and decision-
making Table 1 summarises participants’ profi les.

The target population consisted of avid users of AI technologies, 
representing diverse backgrounds, professions, and age groups. 
The sample size was determined to be fi ve participants, considering 
the qualitative nature of the study and the objective of obtaining 
in-depth insights into the phenomenon of overreliance on AI 
technologies. The criteria for participant selection included the 
following:

1. Adequate AI experience: Participants were required to 
possess a signifi cant level of experience and expertise in using AI 
technologies in their cognitive processes. This criterion ensured 
that the participants could provide valuable insights into the 
impact of overreliance on AI.

2. Diversity: Eff orts were made to include participants 
from diverse backgrounds, professions, and age groups to capture 
a wide range of perspectives. This approach aimed to enhance 
the richness and depth of the data collected, allowing for a 
comprehensive exploration of the research topic.

3. Availability and willingness to participate: 
Participants were selected based on their availability and 
willingness to engage in semi-structured interviews for the study. 
They were provided with a clear understanding of the research 
purpose, procedures, and potential risks and benefi ts. Informed 
consent forms were obtained from each participant to ensure their 
voluntary participation.

The recruitment process involved a combination of strategies. 
Firstly, professional networks, online communities, and AI-related 
forums were explored to identify potential participants. Snowball 
sampling techniques were also employed [ 50], where participants 
were encouraged to suggest other individuals who met the selection 
criteria.

Ethical considerations were given utmost importance 
throughout the research process. All participants were provided 
with informed consent forms, detailing the purpose, procedures, 
and protection of their confi dentiality and anonymity. The data 
collected were treated with strict confi dentiality, and measures 
were taken to ensure that participants’ privacy was maintained 
during the reporting and dissemination of fi ndings.

Research questions

In the case of IPA, the research questions are generally 
open-ended and exploratory in nature, allowing for a detailed 
and nuanced exploration of the participants’ experiences and 

Table 1: Participants Profi les.
No ID Age Range Gender Education Major AI Expertise AI uses
1 A 40-50 Male PhD Edu. Tech. Moderate Work & Research
2 T 40-50 Male PhD Learning Design Advanced Work & Research
3 S 30-40 Female PhD Computer Science Expert Work & Research
5 R 20-30 Female Bachelor Physical Education Moderate Work & Entertainment
6 J 20-30 Female Undergraduate Tourism & Hospitality Moderate Study & Entertainment
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perspectives [51]. The following are the research questions that 
guided the data collection and analysis process:To what extent do 
individuals rely on AI technologies in their cognitive processes, 
such as problem-solving creativity, and decision-making.

1. What are the technological, cognitive, and psychological 
factors that contribute to the overreliance on AI technologies in 
cognitive tasks?

2. Are there individual diff erences in the tendency to 
overreliance on AI technologies in cognitive tasks, and if so, what 
are the underlying factors and potential implications?

3. What are the potential drawbacks and limitations of 
overreliance on AI technologies in cognitive tasks, specifi cally in 
terms of creativity, problem-solving, and decision-making?

4. How does the overreliance on AI technologies in cognitive 
tasks aff ect human agency, autonomy, and sense of control over 
decision-making processes?

5. What are the ethical implications and considerations 
associated with the overreliance on AI technologies in human 
cognition, and how can responsible and ethical AI utilization be 
promoted?

6. Can AI technologies be eff ectively designed and 
implemented to augment human cognition without leading to 
overreliance, and if so, what are the key design principles and 
considerations?

7. What are the potential strategies, interventions, or 
educational approaches that can mitigate the risks of overreliance 
on AI technologies in cognitive tasks and promote a balanced and 
responsible use of AI?

Results

The collection of data through semi-structured interviews 
underwent a rigorous analysis using IPA. Three main themes and 
relevant sub-themes emerged as follows (Table 2):

These main themes encapsulate the profound impact of AI on 
problem-solving, creativity, and decision-making processes, along 
with the challenges and considerations inherent in integrating 
AI. Additionally, they underscore the ethical considerations and 
the critical need for achieving a delicate balance between human 
judgment and AI assistance.

Table 2 serves as a comprehensive overview, providing 

a structured framework for understanding the multifaceted 
implications of AI integration across various cognitive domains. It 
enables researchers and practitioners to grasp the nuances of each 
theme and sub-theme, facilitating deeper insights into the complex 
interplay between AI and human cognition.

Impact of AI on problem-solving, creativity, and decision-
making

The impact of AI on problem-solving processes: Data 
analysis suggests that AI has had a positive impact on the problem-
solving processes of participants, making tasks easier, saving time 
and eff ort, enhancing access to information, and providing support 
in various aspects of problem-solving:

- T: “As a user of AI, my problem-solving process has 
signifi cantly evolved. AI enhances my access to information, 
making my research faster and more accurate. It automates 
routine tasks, giving me more time to focus on the crux of my 
problems. It provides valuable insights by analyzing vast data, 
helping me understand patterns and trends.”

- S: “Using artifi cial intelligence-based software and tools 
has greatly helped me in accomplishing many tasks at 
work more quickly... they have signifi cantly and positively 
saved my time and eff ort.”

- R: “Artifi cial intelligence technologies make it lighter for 
me to solve problems, as there is now always a solution to 
any possible problem I could face.”

- J: “It made it easier for me to solve complex problems.”

However, there is also a recognition of the need to maintain 
human judgment and intuition, as well as a potential caution 
regarding overreliance on AI during problem-solving processes:

- A: “It  made the process much easier. I don’t have to think 
hard.”T: “I understand that AI complements, not replaces, 
my judgment and intuition in problem-solving.”

- S: “I believe these tools and technologies have signifi cantly 
and positively saved my time and eff ort, but on the other 
hand, they have reduced the role of humans in problem-
solving processes.”

- R: “Artifi cial intelligence technologies make it lighter for 
me to solve problems, as there is now always a solution to 
any possible problem I could face.”

- J: “It made me sometimes somewhat rely on it completely.”

Table 2: Main and Sub-Th emes Emerged from Data.
Main Th emes Sub-Th emes

1. Impact of AI on Problem-Solving, Creativity, and Decision-Making

- Th e impact of AI on problem-solving processes
- Th e role of AI in enhancing and hindering creativity
- Th e infl uence of AI on decision-making
- AI's impact on innovative solutions

2. Challenges and Considerations in AI Integration

- Challenges and navigation in integrating AI
- AI's infl uence on perspectives and idea generation
- Evaluating reliability and trust in AI-generated solutions
- Th e ‘black box eff ect’ and its impact on confi dence in AI

3. Ethical Considerations and Human-AI Balance - Ethical considerations and navigating biases in AI usage
- Balancing human judgment and AI assistance in problem-solving and decision-making
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The role of AI in creativity

Participants’ perception of AI’s impact on creativity varies. 
Older participants see AI as an enhancer that expands their 
creative capabilities, provides fresh ideas, and facilitates learning: 

- A: “When I ask AI, it gives me enough answers and ideas 
to start with.”

- T: “AI has been instrumental in expanding my creative 
capabilities... AI exposes me to diverse ideas”

- S: “I believe that artifi cial intelligence… play a signifi cant 
role in enhancing creativity, elevating thinking abilities, 
and facilitating learning from the solutions it provides… it 
expands my horizons and generates new ideas for me.”

- However, most participants expressed concerns about 
overreliance on AI’s suggestions and its potential role in 
limiting creativity:

- T: “There have been instances where AI seems to curb 
my creativity... Sometimes, I catch myself relying heavily 
on AI suggestions, which may discourage my original 
thinking.”

- R: “It may have restricted some of my creative ideas, but I 
don’t want to blame it all on AI technologies.”

- J: “Yes, sometimes AI made me less creative because I 
simply just don’t think when using it.”

The influence of AI on decision-making

Data analysis suggests that participants perceived AI as a 
valuable tool to inform decisions. Many of them even provided 
great examples:

- A: “In my work, if I am stuck with something or run out of 
ideas, I ask AI.”

- T: “AI has signifi cantly infl uenced my decision-making 
process in numerous ways. One specifi c example, I used a 
robot fi nancial advisor… It helped me understand market 
trends, risks, and projected returns, which infl uenced my 
decision on where to invest my savings.”

- S: “I have used an artifi cial intelligence tool that helps 
me test and statistically analyze data, providing me with 
decisions and theoretical analysis based on that data… I 
have used chatbot systems, to answer many questions that 
I relied on for decision-making. I have also utilized various 
data analysis tools to generate supportive visualizations 
for decision-making.”

- J: “AI can sometimes share really interesting and 
unthinkable ideas I take inspiration from.” 

On the other hand, most of them emphasize the importance of 
combining AI recommendations with their own judgment, critical 
thinking, and consideration of unique needs and values. There is 
also a tendency to rely on AI for decision-making in many cases 
such as a lack of preference, and/or knowledge:

- A: “If I don’t have a preference or I am not sure, I usually 
go with AI recommendations.”

- T: “I don’t solely rely on AI recommendations… Hence, 
I fi nd that AI can provide valuable insights and data-
driven predictions that I may not be able to generate on 
my own. For instance, when shopping online, I appreciate 
AI-generated recommendations based on my previous 
purchases and browsing history.”

- S: “I do not solely rely on artifi cial intelligence 
recommendations… but I benefi t from them to guide 
me towards making what I consider to be appropriate 
decisions. However, there may be certain factors or 
insights that I perceive but the tool may not, due to the 
data it has been trained on.”

- R: “I may be infl uenced by it at times, but I do not make 
my fi nal decisions rely on AI recommendations.”

- J: “I generally use it as a tool to help me make more 
informed decisions.”

AI’s impact on innovative solutions

Older participants discussed how AI has improved their 
capacity to generate innovative solutions. They mention that 
AI has facilitated the discovery of multiple solutions, discerning 
patterns and trends, and providing new perspectives. AI’s ability 
to analyze data quickly and off er insights is seen as a valuable asset 
in the pursuit of innovation:

- A: “I believe it helps here. It can provide many solutions.”

- T: “AI has been instrumental in improving my ability to 
fi nd innovative solutions. For example, AI-powered data 
analysis tools have helped me discern patterns and trends 
in data that weren’t immediately apparent.”

- S: “Using artifi cial intelligence-based software and tools 
has improved my ability to fi nd innovative solutions by 
facilitating the discovery of innovative solutions.”

However, there is a cautionary note regarding overreliance on 
AI-generated solutions. Participants recognize the risk of becoming 
complacent or limited in their thinking if they rely solely on AI. 
They emphasize the importance of balancing AI insights with their 
own intuition, expertise, and critical thinking. They value their 
own unique perspectives and consider AI suggestions as a starting 
point:

- A: “I personally weighed every solution AI provided me 
with. Then I can choose.”

- T: “It’s easy to fall into the trap of relying solely on AI-
generated solutions. There’s a risk of becoming complacent 
and not pushing myself to think beyond what the AI 
suggests, which could stifl e truly innovative thinking… 
Balancing my own intuition and expertise with the 
insights provided by AI is a constant process… I recognize 
that AI doesn’t have the full context of human experiences, 
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emotions, and values that often play a role in decision-
making.”

- S: “AI is more comprehensive compared to the data and 
expertise I have. However, I also acknowledge that there 
may be limitations in generating certain answers because 
there might be other data that these models haven’t been 
trained on. Ultimately, I rely on my own experience to 
make the fi nal decision.”

- J: “I don’t totally rely on the answers AI gives me, I’d 
rather use my own answers and take the answers that the 
AI gives me with a grain of salt… It can sometimes suggest 
basic answers that don’t help me at all or suggest answers 
I’ve already thought of, that I deem not good enough.”

Challenges and considerations in ai integration

Challenges and navigation in integrating AI: The data 
suggest that integrating AI into problem-solving, creativity, or 
decision-making processes can present challenges and obstacles. 
These challenges include receiving illogical responses, AI not 
understanding ideas or questions, overreliance on AI, and dealing 
with the limitations of AI:

- A: “Sometimes AI gives me illogical responses... Sometimes 
it did not grasp my idea or my question.”

- T: “Yes, I have faced a few challenges when integrating AI 
into my problem-solving, creative, and decision-making 
processes. One of the main challenges has been the risk of 
overreliance on AI… Another challenge is dealing with the 
limitations of AI. AI is as good as the data it’s trained on, 
and it can sometimes miss nuances or make errors.”

- S: “One challenge is the time constraint in learning how 
to eff ectively utilize artifi cial intelligence-based tools. 
These tools are often described as ‘easy to use but hard to 
master.’”

- J: “Yes, it can sometimes be hard to navigate AI”

- On the other hand, navigating these challenges involves 
strategies such as questioning AI-generated solutions, 
staying updated on AI tools, continuously learning, and 
striking a balance between AI and human intuition: 

- T: “I’ve navigated these challenges through a combination 
of self-awareness, critical thinking, and continual 
learning. To prevent overreliance on AI, I remind myself 
regularly to question AI-generated solutions... I try to 
utilize AI as a supplement to, rather than a replacement 
for, my own creativity and problem-solving skills… As for 
the limitations of AI, I make a point of staying updated on 
the strengths and weaknesses of the AI tools I use. I try 
to understand the underlying principles and biases that 
might infl uence their outputs. This helps me balance them 
with my own judgment and expertise.”

- S: “It requires a signifi cant amount of learning, knowledge, 
and reading about the mechanics and usage of these tools.”

- J: “I took advice from people wiser than me and then 
formed my own solution.”

AI’s influence on perspectives and idea generation

AI has the potential to help individuals explore alternative 
perspectives and generate new ideas. AI exposes them to diverse 
content and perspectives, which can broaden their thinking:

- A: “AI helps me explore alternative perspectives and 
generate new ideas.”

- T: “I do fi nd that AI helps me explore alternative 
perspectives and generate new ideas. One clear example 
is AI algorithms in social media platforms and news 
aggregators… This diversity of content often sparks new 
ideas and gives me diff erent perspectives.”

- S: “Yes, artifi cial intelligence has helped me in 
understanding and exploring diff erent perspectives on 
specifi c problems or datasets. It has aided me in generating 
ideas and deriving solutions.”

- R: “Yes, as there are now many platforms and programs 
that help to clarify the available perspectives and be 
inspired to generate new ideas.”

- J: “Defi nitely! It helps me explore alternative perspectives 
and generate new ideas.”

- However, there is also a risk that AI algorithms, if not 
properly managed, may reinforce existing patterns of 
thinking and limit exposure to diverse perspectives. It’s 
important to strike a balance and ensure that AI is utilized 
in a way that encourages exploration and the generation of 
new ideas:

- T: “While AI has the capacity to expose me to new ideas, 
there is also a risk that it might primarily reinforce existing 
patterns of thinking. Many AI algorithms are designed 
to personalize content based on past behaviors and 
preferences. If not properly managed, this can result in an 
‘echo chamber eff ect’ where I’m mostly exposed to views 
and ideas that align with my existing beliefs, potentially 
limiting my exposure to diverse perspectives.”

- S: “I fi nd that when properly utilized, AI tools not only 
enhance existing thinking patterns but also add value by 
introducing new perspectives and approaches.”

Evaluating reliability and trust in AI-generated solutions

Assessing the reliability and accuracy of AI-generated solutions 
involves considering factors such as the source and reputation of the 
AI tool, understanding limitations, verifying suggestions through 
research or human expertise, and seeking external validation:

- A: “If I have some knowledge about the problem, usually 
I analyze the AI responses. But if I don’t, I usually go with 
what AI has suggested. If the problem is too important 
for me, I do some research to confi rm the accuracy of AI 
suggestions.”
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- T: “Assessing the reliability and accuracy of AI-generated 
solutions or suggestions requires a mix of technical 
understanding and critical thinking. Firstly, I consider 
the source and reputation of the AI tool… I also keep in 
mind the inherent limitations of AI. I understand that AI 
operates based on the data it’s been trained on and may 
not account for unique or exceptional circumstances… If 
an AI-generated solution seems off  or contrary to my own 
knowledge or intuition, I take the time to verify it using 
other sources or seek human expertise.”

- S: “Reliability is a challenging criterion to assess, but 
generally, the more algorithms and models learn from 
data during experimental usage periods, the more reliable 
they become.”

- R: “I feel like our minds have been programmed and 
subconsciously trained to have high confi dence in AI 
solutions without questioning.”

- J: “It depends on how much information they give me!”

Trust in AI can be infl uenced by factors such as the track 
record of the AI tool, transparency, complexity of the decision, 
data quality, and alignment with expert opinions. It is important 
to balance the insights provided by AI with one’s own expertise 
and judgment, as well as to continuously engage with AI tools and 
provide feedback to improve their accuracy:

- A: “I know that AI is based on a huge amount of data 
throughout human history. Its expertise is incomparable 
to humans.”

- T: “Several factors infl uence my trust in AI when making 
important decisions. The fi rst is the track record of the AI 
tool… Secondly, the transparency of the AI system plays 
a signifi cant role… The complexity of the decision at hand 
also infl uences my trust as for routine or data-driven 
decisions, I’m more comfortable relying on AI… Lastly, 
external validation or verifi cation can increase my trust in 
AI… I always ensure to balance the insights provided by AI 
with my own expertise and judgment.”

- S: “The data I use can positively or negatively impact my 
confi dence in AI decision support systems. If my data is 
of high quality, the decisions derived from AI systems are 
usually eff ective, and I can trust them and vice versa.”

- J: “The realism of the answers they give me.”

The “Black box” effect and its impact on confidence in AI

The ‘black box eff ect’ is a recognized phenomenon, where the 
lack of transparency in AI’s reasoning or processes can impact 
confi dence in using AI for problem-solving or decision-making. 
While some individuals may still rely on AI’s answers if they are 
logical, others highlight the importance of understanding the 
underlying processes and seeking additional verifi cation or using 
transparent AI systems:

- A: “Sometimes I don’t understand the way It works.”

- T: “Yes! One example was when I was utilizing an 
AI-powered recommendation system to make movie 
recommendations. The system gave me recommendations, 
but I didn’t understand why it was recommending specifi c 
fi lms!” 

- S: “Yes, the internal processes occurring during the 
learning or training phase of artifi cial intelligence models 
cannot be understood by the human mind.”

- R: “I was having a conversation with a robot on an 
application I use very often, and I was shocked by the 
amount of information it knew about me, my life, and 
the people close to me, it was also suggesting solutions to 
problems that had taken place between us!”

The impact of the ‘black box eff ect’ can vary, leading to caution, 
curiosity, questioning, or a combination of these responses:

- A: “I don’t have to trust it entirely. If it provides a logical 
answer to me, I go with it.”

- T: “If I don’t understand how an AI reached a certain 
conclusion, I may be cautious to depend on its results... 
Transparency is essential for building trust… I usually 
augment the AI’s fi ndings with extra study or seek a 
second opinion… I prioritize the use of AI tools with a track 
record of dependability and accuracy, even if their inner 
workings are not totally apparent.”

- S: “Considering the signifi cant advancements in artifi cial 
intelligence techniques and tools, along with their training 
on massive datasets, I still have confi dence in many of the 
solutions and answers provided by these tools, regardless 
of some perplexing responses.”

- R: “It makes me think and question more things about AI 
and how it’s made and what is behind it.”

- J: “I generally use AI to help me solve complex math 
problems and it does the job pretty well and gives me 
accurate answers.”

Ethical considerations and human-AI balance

Ethical considerations and navigating biases in 
AI usage: Interviewees stressed the importance of ethical 
considerations when using AI involving aspects such as respect 
for intellectual property, fairness, prejudice, data security, privacy, 
honesty, responsibility, and avoiding biases or discriminatory 
conclusions:

- A: “I care about copyrights and others’ intellectual 
properties.”

- T: “First, I consider the AI system’s fairness and prejudice… 
Second, I explore the question of data security and 
privacy… Finally, I consider honesty and responsibility.”
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- S: “It is important for me to maintain my privacy by 
not providing sensitive or confi dential data as inputs to 
these tools… I also want to know if these tools store any 
data about me, my device, or my phone for later use in 
advertising, content personalization, or other purposes.”

- R: “I am against racism and prejudice between people.”

- J: “I refuse to use biased sources and racist answers.”

Accordingly, they usually navigate potential biases or ethical 
dilemmas through approaches such as diverse data training, 
critical thinking, continuous learning, engagement with experts 
or standards, privacy protection, adherence to ethical norms and 
best practices, and expressing their opinions against racism and 
prejudice. The emphasis is on responsible and ethical use of AI in 
problem-solving or decision-making scenarios:

- A: “I do my best not to infringe others’ rights.”

- T: “When using AI, navigating possible biases or ethical 
quandaries involves a combination of critical thinking, 
continuous learning, and contact with experts or standards. 
To reduce any biases, I try to employ AI systems that have 
been trained on varied and representative data. If the AI’s 
data or the way it processes that data might result in unfair 
or discriminatory conclusions, I look for alternate tools or 
solutions. When faced with an ethical quandary, such as 
determining how much personal data to share with an 
AI, I assess the possible advantages against the potential 
hazards. I also refer to ethical norms and best... Overall, 
the concepts of justice, openness, and privacy protection 
lead my approach to ethical issues while employing.”

- S: “Depending on the nature and usage of the tool, 
sometimes there may be bias towards a specifi c race, 
religion, or culture. I avoid using these tools in problem-
solving or decision-making related to such issues. I try 
to focus the use of these tools on solving problems and 
making decisions in academic and scientifi c research, 
data-related issues, student-related matters, educational 
processes, and others.”

- R: “I would usually try to express my opinion if there is a 
place for that.”

- J: “I try hard to avoid them.”

Balancing human judgment and AI assistance in problem-
solving and decision-making

Data suggests that all interviewees recognize the importance of 
achieving a balance between human judgment and AI assistance in 
problem-solving, creativity, and decision-making processes. AI is 
seen as a valuable tool that can provide insights and effi  ciency, but 
it is not considered a replacement for human judgment. Human 
intuition, critical thinking, creativity, and ethical considerations 
are viewed as irreplaceable and essential in complex or nuanced 
situations. The individuals strive to leverage the strengths of AI 
while maintaining their own expertise and insights. The caution 

against overreliance on AI and the need for a balanced approach 
is emphasized:

- A: “It is important to achieve balance. AI here is to help not 
to dictate. Possibly in the future, it will do! Have you seen 
the movies where robots dictate the earth?”

- T: “In my problem-solving, creative, and decision-making 
processes, I would defi ne the balance between human 
judgment and AI aid as a synergistic collaboration… I do 
not consider AI to be a replacement for human judgment, 
but rather a tool that supplements it. Human intuition, 
knowledge, and context awareness are irreplaceable and 
critical, especially when dealing with diffi  cult or nuanced 
situations, or when empathy and ethical considerations 
are involved. As a result, while I frequently use AI, I 
always include my own critical thinking and creativity 
into the process.”

- S: “Balance remains a requirement in everything, and it is 
a non-negotiable demand when using artifi cial intelligence 
tools. Initially, a person may be amazed by the level of 
advancement and progress these tools have achieved. 
However, upon further reading and exploration, they will 
fi nd that these tools are limited by the type and nature of 
the data they were trained on. Human judgment remains 
crucial in assessing the decisions made by artifi cial 
intelligence. It is important not to rely solely on artifi cial 
intelligence decisions, as they are susceptible to errors, 
even if at a very small percentage.”

- R: “Currently, our minds have become very dependent on 
technology and artifi cial intelligence. We think that we 
are the ones who create and remember, while artifi cial 
intelligence technologies are the ones who do all this for 
us.”

- J: “I try not to use AI relentlessly to the point where I can’t 
form my own way to solve problems and navigate creative 
situations, but I’d try to balance my use for AI and my own 
brain.”

Discussion

This study aimed to understand the impact of overreliance on AI 
technologies on human cognition, specifi cally in problem-solving, 
creativity, and decision-making, through qualitative research 
using semi-structured interviews. The IPA analysis revealed three 
main themes and their respective sub-themes.

The fi rst theme explored the impact of AI on problem-
solving, creativity, and decision-making processes. Participants 
acknowledged that AI has had a positive infl uence on problem-
solving by making tasks easier, saving time, and providing support. 
However, they also recognized the importance of maintaining 
human judgment and intuition, as there was a cautionary note 
regarding overreliance on AI during problem-solving. The role of 
AI in enhancing and hindering creativity was perceived diff erently 
among participants. Older individuals saw AI as an enhancer that 
expanded their creative capabilities, provided fresh ideas, and 



March 25, 2024 - Volume 2 Issue 3

DOI: 10.61927/igmin1582995-8067ISSN

SCIENCE 155

facilitated learning, probably due to work expertise. However, 
many participants expressed concerns about the potential 
limitations of overreliance on AI suggestions and its potential role 
in limiting creativity. In terms of decision-making, participants 
perceived AI as a valuable tool that informed decisions. They 
emphasized the importance of combining AI recommendations 
with their own judgment, critical thinking, and consideration of 
unique needs and values. However, there was also a tendency 
to rely on AI for decision-making in cases where preferences or 
knowledge were lacking. AI was seen as having a positive impact 
on generating innovative solutions by facilitating the discovery of 
multiple options, discerning patterns and trends, and providing 
new perspectives. Nevertheless, participants cautioned against 
becoming complacent or limited in their thinking through sole 
reliance on AI-generated solutions. They stressed the need to 
balance AI insights with their own intuition, expertise, and critical 
thinking, valuing their own unique perspectives while considering 
AI suggestions as a starting point.

The second theme delved into the challenges and considerations 
involved in integrating AI. Participants highlighted various 
challenges, including receiving illogical responses, AI not 
understanding ideas or questions, overreliance on AI, and dealing 
with the limitations of AI. To navigate these challenges, strategies 
such as questioning AI-generated solutions, staying updated on 
AI tools, continuous learning, and striking a balance between 
AI and human intuition were employed. AI was recognized for 
its potential to infl uence perspectives and idea generation. It 
exposed individuals to diverse content and perspectives, thereby 
broadening their thinking. However, there was also a risk that 
AI algorithms, if not properly managed, may reinforce existing 
patterns of thinking and limit exposure to diverse perspectives. 
Achieving a balance and utilizing AI in a way that encourages 
exploration and the generation of new ideas was deemed 
important. Participants also discussed the evaluation of reliability 
and trust in AI-generated solutions. Factors such as the source 
and reputation of the AI tool, understanding limitations, verifying 
suggestions through research or human expertise, and seeking 
external validation were taken into consideration. Trust in AI 
was infl uenced by the track record of the AI tool, transparency, 
complexity of the decision, data quality, and alignment with expert 
opinions. The importance of balancing AI insights with one’s own 
expertise and judgment, as well as actively engaging with AI 
tools and providing feedback for improvement, was emphasized. 
The “black box eff ect,” referring to the lack of transparency in AI’s 
reasoning or processes, was recognized as having an impact on 
confi dence in using AI for problem-solving or decision-making. 
While some individuals may still rely on AI’s answers if they 
are logical, others highlighted the importance of understanding 
the underlying processes and seeking additional verifi cation 
or using transparent AI systems. The impact of the “black box 
eff ect” varied, leading to caution, curiosity, questioning, or a 
combination of these responses.

The third theme centered around ethical considerations and the 
balance between human judgment and AI assistance. Interviewees 
emphasized the importance of ethical considerations when using 
AI, encompassing aspects such as respect for intellectual property, 

fairness, prejudice, data security, privacy, honesty, responsibility, 
and avoiding biases or discriminatory conclusions. To address 
potential biases or ethical dilemmas approaches such as diverse 
data training, critical thinking, continuous learning, engagement 
with experts or standards, privacy protection, adherence to ethical 
norms and best practices, and expressing opinions against racism 
and prejudice were employed. Maintaining a balance between 
human judgment and AI assistance was recognized as crucial in 
problem-solving, creativity, and decision-making processes. AI 
was seen as a valuable tool that provides insights and effi  ciency 
but is not a replacement for human judgment. Human intuition, 
critical thinking, creativity, and ethical considerations were 
viewed as irreplaceable and essential in complex or nuanced 
situations. Participants aimed to weight the strengths of AI while 
preserving their own expertise and insights. The caution against 
overreliance on AI and the need for a balanced approach were 
emphasized throughout the fi ndings.

To  refl ect on these fi ndings, the current study adopts two 
theoretical approaches: Technological Determinism (TD) and 
Augmented Cognition Theory (ACT), to understand the role of AI 
in shaping society and human behavior [10-12,15].

The fi ndings of the current study discuss how the increasing 
reliance on AI technologies may lead to a shift from AI-Augmented 
minds, where AI enhances human cognition, to AI-Minds, where 
humans excessively rely on AI for cognitive processes [6,13]. The 
fi ndings also highlight that human cognition involves problem-
solving, creativity, and decision-making, while AI excels at data 
processing and pattern recognition [17-19]. Additionally, the 
fi ndings acknowledge the ethical concerns and potential risks 
associated with the overreliance on AI [32-38].

The concept of ‘AI-Minds’ is introduced to describe the 
excessive reliance on AI technologies, which can have implications 
for cognitive processes [6]. Overreliance on AI can hinder creativity 
and independent problem-solving [19,23,42,43]. Previous studies 
highlight the consequences of overreliance on AI and the need 
to calibrate human self-confi dence for successful AI-assisted 
decision-making [26,44,45]. It is found that cognitive forcing 
interventions and eff ective discernment of AI advice can mitigate 
overreliance [44,45]. The presence of AI can negatively impact 
individuals’ perceived ability and team performance in thinking 
tasks [46,47]. Furthermore, AI-generated content in advertising 
and text can have varying eff ects on consumer attitudes and 
human cognition [48,49]. These studies collectively emphasize the 
importance of responsible and ethical AI utilization, addressing 
biases, and considering the impact of AI on individuals and society 
[6,31].

All in all, the study highlights the positive impact of AI on 
problem-solving, creativity, and decision-making, while cautioning 
against overreliance. Participants stressed the need for a balanced 
approach, combining AI with human judgment. Challenges in 
AI integration were identifi ed, along with strategies to navigate 
them. Ethical considerations, including fairness and privacy, were 
emphasized, with a call for responsible AI utilization. The concept 
of ‘AI-Minds’ was introduced to describe excessive reliance on 
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AI. Previous research underscores the importance of calibrating 
human self-confi dence and discerning AI advice eff ectively. 
Addressing biases and considering AI’s impact on individuals and 
society is crucial for ethical AI utilization.

For implications, the study sheds light on the potential 
pitfalls of leaning too heavily on AI. It’s a call for individuals to be 
aware of these risks and to tread carefully in their reliance on AI 
technologies.

Participants voiced concerns about relying too much on AI, 
emphasizing the importance of holding onto human judgment and 
intuition. This suggests a need for a balanced approach, where AI 
insights complement individual cognitive abilities and expertise.

While some participants recognized AI as a creativity booster, 
there were worries about its potential to stifl e creativity. This 
underlines the importance of striking a balance between AI 
suggestions and our innate creative thinking to nurture our 
imaginative capabilities.

Participants further valued AI as a decision-making tool but 
emphasized the need to incorporate human judgment, critical 
thinking, and an understanding of unique needs and values. This 
points to the necessity for a comprehensive decision-making 
process that marries AI recommendations with individual input.

As the fi ndings stress the importance of actively engaging with 
AI technologies, steering clear of complacency or narrow thinking 
solely reliant on AI-generated solutions, this underscores the need 
for a continuous exercise of our cognitive abilities, expertise, and 
critical thinking alongside the assistance of AI.

Some limitations are associated with the current study. First, 
participants’ responses during interviews may be infl uenced 
by social desirability bias or their own interpretation of the 
research topic. They may provide responses that they perceive 
as more socially acceptable or desirable, leading to potential 
inaccuracies or limitations in the data collected. Second, lack 
of quantitative data: The study relied solely on qualitative data 
obtained through interviews. While qualitative data off er in-depth 
insights and rich descriptions, they may lack statistical rigor and 
quantifi able measures. The absence of quantitative data limits 
the ability to establish statistical relationships or draw precise 
conclusions. Finally, the study focused specifi cally on the impact 
of overreliance on AI on problem-solving, creativity, and decision-
making processes. It did not explore other potential implications 
or aspects of overreliance on AI, such as its eff ects on job 
displacement, social interactions, or ethical considerations beyond 
the realm of cognition. The limited scope restricts a comprehensive 
understanding of the broader implications of overreliance on 
AI. Hence, it is important to consider these limitations when 
interpreting the study’s fi ndings and to recognize the need for 
further research to address these limitations and gain a more 
comprehensive understanding of the topic such as:

1. Incorporating a mixed methods approach, combining 
qualitative interviews with quantitative measures, to gather both 
rich qualitative insights and statistical data.

2. Conducting longitudinal studies to examine the long-
term eff ects of overreliance on AI.

3. Utilizing experimental designs to manipulate AI reliance 
levels and assess causal relationships.

4. Exploring the broader implications of overreliance on AI, 
including job displacement, social interactions, ethics, and privacy.

Conclusion

The study’s fi ndings underscore the risks and challenges that 
come with relying too heavily on AI. While participants recognized 
AI’s positive impact on problem-solving, creativity, and decision-
making, they also voiced concerns about leaning too much on AI 
and its limitations.

When it comes to problem-solving, participants appreciated 
how AI made tasks easier, saved time, and off ered support. But 
they also stressed the importance of not letting AI overshadow 
human judgment and intuition in solving problems.

In terms of creativity, participants viewed AI as a tool that 
boosted their creative abilities and aided in learning. Yet, they 
worried about AI potentially stifl ing creativity and emphasized the 
need to balance AI suggestions with their creative thinking.

Regarding decision-making, participants valued AI’s role in 
providing insights but emphasized the necessity of pairing AI 
recommendations with their critical thinking and consideration 
of individual needs and values. While some leaned-on AI when 
lacking preferences or knowledge, they recognized the importance 
of human input for well-rounded decision-making.

Participants cautioned against blindly relying on AI-generated 
solutions, urging for a balance between AI insights and their 
expertise and intuition. Despite AI’s capacity to spark innovative 
solutions and off er fresh perspectives, participants stressed the 
need to maintain a balance between AI and human cognitive 
abilities.

These fi ndings highlight the potential downsides of excessive 
reliance on AI, including limitations on creativity and the 
importance of human judgment in decision-making. The study 
underscores the importance of individuals being aware of their 
reliance on AI and actively engaging their cognitive skills alongside 
AI technologies. 

Statements and declarations

Data availability: The data that support the fi ndings 
of this study are available upon reasonable request from the 
corresponding author.
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