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Abstract

This study provides a novel way to detect duplicate questions in the Stack Overfl ow community, posing a daunting problem in natural language 
processing. Our proposed method leverages the power of deep learning by seamlessly merging Convolutional Neural Networks (CNN) and Long 
Short-Term Memory (LSTM) networks to capture both local nuances and long-term relationships inherent in textual input. Word embeddings, notably 
Google’s Word2Vec and GloVe, raise the bar for text representation to new heights. Extensive studies on the Stack Overfl ow dataset demonstrate 
the usefulness of our approach, generating excellent results. The combination of CNN and LSTM models improves performance while streamlining 
preprocessing, establishing our technology as a viable piece in the arsenal for duplicate question detection. Aside from Stack Overfl ow, our technique 
has promise for various question-and-answer platforms, providing a robust solution for fi nding similar questions and paving the path for advances in 
natural language processing.

Introduction 

In the current digital era, the internet’s substantial user base 
is growing due to technical developments. User-generated, short, 
subject-focused material is included on social web platforms and 
question-and-answer websites, which serve as structured hubs for 
knowledge sharing and interaction. The signiϐicance of assessing 
text similarity is highlighted for tasks like information retrieval, 
document clustering, and automated essay grading, considering 
the millions of people who depend on these systems [1]. Research 
in efϐiciently identifying and handling brief text is still vital. Social 
media changes how people communicate with one another. This 
facilitates knowledge exchange for programmers with coding 
problems, making Question and Answer (Q&A) websites crucial in 
the digital age. 

Online question forums are popular platforms for people looking 
for answers and support. Stack Overϐlow [2], a popular community-
driven website for software programming questions, exempliϐies the 
importance of authenticity in these forums. Stack Overϐlow, founded 
in 2008, has over 14 million registered users and handles over 
10,000 daily questions with a typical response time of 11 minutes. 

It contains a large repository with 18 million questions, 28 million 
answers, 75 million comments, and 55 thousand tags [1]. Given the 
variety of features such as Question ID, Title, Body, and Tags, users 
may pose comparable queries [3]. Stack Overϐlow diligently solves 
this, maintaining a secure and authentic user environment.

Question similarity compares the similarity of two questions 
by examining their content, structure, and intent. It looks into 
text similarity, including similarities (paraphrasing, synonymy, 
implication) and differences (contradictions, antonyms) in 
semantic relationships. Even for simple queries like “How does 
Ruby code use the Unary operator?” and “Explain the Ruby Unary 
Operator,” Information Retrieval techniques aid in identifying 
textual resemblances, a critical role in Question Duplication. Text 
similarity is a complex yet signiϐicant notion since researchers rely 
on numerous dimensions, including text features, to ϐind shared 
content characteristics across trials.

Literature review
Detecting Semantic Similarity between Questions on Stack 

Overϐlow is critical for most NLP applications. Various strategies are 
presented for calculating semantic similarity between questions. The 
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main issue in the Stack Overϐlow community is identifying semantic 
commonalities between queries [4]. 

The difϐiculties in categorizing brief inquiries are elucidated, 
encompassing challenges like context-dependent text selection, 
obstacles in classiϐication, and concerns with automatic coding 
involving non-standard words and limited term occurrences [5]. 
These issues illustrate a common problem: the number of duplicate 
questions on sites like Stack Overϐlow [3]. This emphasizes the 
need for a streamlined procedure for discovering and extracting 
relevant insights. Deep learning has gained popularity in recent 
years for a variety of Natural Language Processing (NLP) tasks such 
as paraphrase identiϐication [6], sentiment analysis [7], and question 
detection [8] utilizing models such as CNN (Convolutional Neural 
Network) [9,10], RNN (Recurrent Neural Network), and LSTM (Long 
Short-Term Memory) [11]. These models are critical for problem-
solving and performance enhancement, with CNN beneϐicial for 
sentence-based classiϐication tasks [12]. For prediction tasks, RNN 
excels at representing text features and managing word-level inputs 
[13,14]. These techniques substantially contribute to developments 
in numerous NLP applications, demonstrating their versatility and 
effectiveness across multiple domains. The preference for deep 
learning methods over traditional techniques in text mining for 
duplicate question detection is highlighted, as the former has shown 
considerable advancements and superior results [15,16].

Many studies adopt multiple techniques to overcome this type 
of problem. In a study by Eyecioglu, et al. [17], unigram and bigram 
features were introduced to detect paraphrases, yielding an F1 
score of 0.67. In contrast, using the same data, Mudgal, et al. [18] 
achieved F1 scores of 0.667 and 0.742 for paraphrase and semantic 
similarity detection. In a study by Roul and colleagues [19], they 
introduced SemTF/IDF, a novel similarity measure, to incorporate 
semantics into class prediction using text-to-text similarity metrics. 
Meanwhile, Shrivastava and their team [20] utilized support vector 
machine-based learning, achieving superior F1-scores of 0.717 for 
paraphrase detection and 0.741 for semantic similarity detection 
compared to existing systems. Hassanzadeh and associates [21] also 
applied sentence-level semantic similarity calculations in evidence-
based medicine. Soğandoğlu, et al. [22] introduced a sentence-level 
similarity calculation method in the biomedical question-answering 
ϐield. Notably, their approach was broad-domain rather than domain-
speciϐic. In contrast, Wu, et al. [23] proposed a hybrid model that 
combined feature engineering with deep learning models, showing 
superior performance compared to individual models.

Addressing the challenges of categorizing short inquiries requires 
innovative approaches to overcome their unique characteristics and 
the high demand for text classiϐication [24,25]. The initial steps involve 
navigating the context-dependent selection of short question text 
and grappling with challenges arising from word co-occurrences and 
context variability. The abundance of short texts poses a bottleneck 
for conventional classiϐication methods, rendering manual labeling 
impractical. Furthermore, the automatic coding of short text often 
falls short of achieving accuracy standards, presenting difϐiculties 
in handling these texts effectively. Challenges also arise from non-

standard words, including misspellings, grammar issues, and 
jargon, leading to misconceptions during classiϐication. Additionally, 
extracting genuine sentiment from short texts proves challenging 
due to limited-term occurrences, hindering the derivation of reliable 
conclusions. In addressing these obstacles, developing advanced 
algorithms, machine learning techniques and NLP solutions becomes 
crucial for enhancing the efϐiciency and accuracy of categorizing 
short inquiries.

Implementation

Combining Long Short-Term Memory (LSTM) with Convolutional 
Neural Networks (CNN) for duplicate question identiϐication takes 
advantage of the synergistic beneϐits of these architectures. LSTM 
captures long-term dependencies in textual data well, while CNN 
extracts local patterns and characteristics well. In this fusion, 
input queries are analyzed independently by the LSTM and CNN 
components. The LSTM captures the context and relationships 
between words throughout the sequence, whereas the CNN discovers 
local patterns using convolutional procedures with varying kernel 
sizes. These two representations are then joined by concatenation 
or element-wise addition to form a full feature representation that 
includes local nuances and long-term interdependence. This fused 
representation is then employed for classiϐication, making the 
model more resilient in detecting duplicate questions by considering 
both local and global textual information, resulting in increased 
performance in question similarity tasks. Figure 1 showing the 
complete proposed model. 

Experimental results

Our unique deep neural network algorithm was tested on 
the Stack Overϐlow community to identify duplicate queries. Our 
research study aims to discover duplicate queries, and we’ve used 
the Stack Overϐlow dataset. This dataset was made public by Stack 
Overϐlow in 2019. There are names of Java Programming Language 
questions in this collection, some of which may be duplicates while 
others are not. In this context, “duplicate” questions have the same 
meaning as a master question. Each question in the dataset has a 
unique ID and duplicate question pairs are marked by 1, while master 
question pairs are denoted by 0. Figure 2 depicts the initial rows of 
the dataset. The dataset contains 416,860 questions, resulting in 
208,430 question pairs.

The selection of different models for duplicate question detection 
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Figure 1: Proposed CNN and LSTM-based Approach.
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reϐlects a thoughtful consideration of various architectures and 
optimization strategies, each with unique characteristics. Let’s delve 
into the reasons behind the choice of each model and subsequently 
discuss why Model No. 6, CNN + LSTM with Hybrid Sigmoid/ReLu 
activation functions and Nadam optimizer, performed the best. 

LSTM with Sigmoid and Nadam: Using LSTM with Sigmoid 
activation and Nadam optimizer is a classic choice for binary 
classiϐication tasks. Sigmoid activation is well-suited for output layers 
dealing with binary decisions, and Nadam is an adaptive optimizer 
that combines the beneϐits of Adam and Nesterov momentum.

LSTM with Sigmoid and Adam: Similar to above, using Adam 
as an optimizer provides adaptive learning rates, and Sigmoid 
activation is appropriate for binary classiϐication. This model 
explores the impact of a different optimizer while maintaining the 
Sigmoid activation.

Glove + LSTM with Tanh and Adam: Including Glove 
embeddings coupled with LSTM using Tanh activation and Adam 
optimizer suggests exploring pre-trained word embeddings to 
capture semantic information. Tanh activation is chosen to handle 
the vanishing gradient problem often associated with LSTMs.

Glove + LSTM with Tanh and Nadam: Similar to the above 
(Glove + LSTM with Tanh and Adam), this variant introduces Nadam 
as an alternative optimizer, allowing for comparing the impact of 
different optimization algorithms.

CNN + LSTM with Hybrid ReLu and Adam: Combining 
Convolutional Neural Networks (CNN) and Long Short-Term 
Memory (LSTM) layers allows the model to capture local and global 
dependencies within the input data. CNNs excel at extracting spatial 
features, while LSTMs effectively capture temporal dependencies, 
making this architecture suitable for sequential data like text.

CNN + LSTM with Hybrid ReLu and Nadam: The superior 
performance of the CNN + LSTM model with a hybrid ReLU activation 
function and Nadam optimizer can be attributed to the synergistic 
effects of its architecture and optimization choices. The hybrid nature 
of the model, combining Convolutional Neural Networks (CNN) 
and Long Short-Term Memory (LSTM) layers, allows for effective 
feature extraction by capturing both local and global dependencies 
in the sequential data. The ReLU activation function applied 
strategically to the CNN layers, introduces non-linearity, enhancing 
the model’s ability to learn complex patterns. Additionally, using the 
Nadam optimizer, with its adaptive learning rates and momentum, 

contributes to efϐicient convergence and improved generalization. 
Carefully integrating these elements results in a model that excels 
in understanding the nuanced patterns indicative of duplicate 
questions, leading to its superior performance compared to other 
architectures.

Hyperparameters and their values for the proposed 
model

We optimized performance by implementing numerous critical 
hyperparameters in our deep learning model for duplicate question 
identiϐication, as shown in Table 1. We effectively processed massive 
datasets with a maximum sequence length of 25 words and a large 
batch size of 2,048. We set the total amount of words to 150,000 to 
handle a diversiϐied vocabulary, allowing the model to capture a wide 
range of textual information. The training was carried out across 25 
epochs, with validation accuracy used to track progress. As our loss 
function, we used binary cross-entropy, which is a good choice for 
binary classiϐication problems like spotting duplicate questions. 
Our optimizer of choice was Nadam, which is notable for combining 
Nesterov momentum and Adam optimization to achieve faster 
convergence. We used the Rectiϐied Linear Unit (ReLU) activation 
function to inject nonlinearity into the model, which improved 
its ability to grasp complicated relationships in the data. We 
incorporated a 0.2 dropout rate to avoid overϐitting and randomly 
deactivating neurons during training. Finally, we used a learning 
rate patience of 5 to ϐine-tune model convergence and get optimal 
outcomes by adjusting the learning rate during training. These 
hyperparameters were carefully chosen and modiϐied to guarantee 
that our model effectively detected duplicate questions. We used 
these settings for all models, which we implemented after carefully 
executing each iteration. 

Evaluation matrics

Accuracy is the ratio of correctly predicted true positive and true 
negative samples to the total number of samples. We use accuracy 
as a standard evaluation Matrix. We have generated the confusion 
matrix values as well to calculate the accuracy. 

Results 

We tested numerous methodologies and used deep learning 
techniques to train the model, as shown in Figure 3. We then evaluated 
the model’s performance on a test dataset. The optimal settings for 
our models were determined through the meticulous selection of the 
optimizer, activation unit, and dropout conϐigurations. For the LSTM 
model with the sigmoid function, the Nadam optimizer achieved an 

Figure 2: Initial rows of Stackoverfl ow dataset.

Table 1: Hyperparamaters of the Applied Models.
Parameter Value

Max Sequence Length 25
Batch size 2048

Maximum Number Words 1,50,000
Epochs 160 Max

Loss Binary cross entropy
Optimizer Adam/Nadam/ReLu

Activation unit ReLU
Dropout / LR patience 0.2 / 5
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accuracy of 0.69, while the Adam optimizer resulted in 0.64 accuracy. 
Utilising Glove + LSTM with the tanh activation function yielded 
accuracies of 0.4 for Adam and 0.39 for Nadam optimizers. In our 
proposed CNN-LSTM hybrid model, the ReLU activation function was 
employed, achieving an accuracy of 0.68 with the Adam optimizer and 
0.74 with the Nadam optimizer. The best model train and validation 
loss is shown in Figure 4. These carefully chosen conϐigurations 
demonstrate the nuanced impact of different settings on the model’s 
performance across various architectures.

Discussion 

The study focuses on enhancing user experiences by identifying 
duplicate questions. A hybrid model is employed to achieve this, 
incorporating CNN and LSTM networks with the power of Google 
Word2Vec for feature extraction. The study offers an advanced 
deep-learning model carefully constructed to detect duplicate 
queries in the Stack Overϐlow community. Our technique seamlessly 
mixes Convolutional Neural Networks (CNN) and Long Short-
Term Memory (LSTM) architectures, speciϐically designed to 
address the complexities of this problem. We demonstrate the 
model’s robustness in ϐinding duplicate questions through rigorous 
experimentation, and we validate its usefulness through extensive 
validation. Our suggested model outperforms existing approaches, 
yielding signiϐicantly greater accuracy rates. Furthermore, a 

thorough comparative study was carried out, emphasizing the critical 
element of semantic similarity identiϐication, producing signiϐicant 
insights into the model’s capabilities and prospective applications 
outside Stack Overϐlow. We used accuracy to evaluate the model 
performance. The study focuses on enhancing user experiences 
by identifying duplicate questions. A hybrid model is employed to 
achieve this, incorporating CNN and LSTM networks with the power 
of Google Word2Vec for feature extraction. The effectiveness of this 
model surpasses previous techniques, showcasing its proϐiciency in 
addressing the challenges posed by duplicate questions.

J Huang, et al. [26], Ferreira, et al. [27], Jyun-Yu Jiang, et al. [28], 
and Yushi Homma, et al. [29] show accuracy of 0.72, 0.69, 0.733, and 
70.5, respectively. Our proposal shows a 0.74 accuracy. The hybrid 
nature of the proposed model, combining CNN and LSTM layers, 
allows for effective feature extraction by capturing both local and 
global dependencies in the sequential data. The ReLU activation 
function applied strategically to the CNN layers, introduces non-
linearity, enhancing the model’s ability to learn complex patterns. 
Additionally, using the Nadam optimizer, with its adaptive learning 
rates and momentum, contributes to efϐicient convergence and 
improved generalization. Carefully integrating these elements 
results in a model that excels in understanding the nuanced patterns 
indicative of duplicate questions, leading to its superior performance 
compared to other architectures.

Our proposal can be enhanced if we increase the training size of 
the dataset. Biases in the dataset used for training and evaluation can 
occur in case of fewer data. The quality of data is also an essential 
factor. More quality data with maximum instances can ensure good 
training results, avoiding the bias factor during the model training. 

Conclusion  

Our study presents a cutting-edge approach to tackle the 
pervasive issue of duplicate question detection on platforms like 
Stack Overϐlow. By seamlessly merging Convolutional Neural 
Networks (CNN) and Long Short-Term Memory (LSTM) networks, 
we have harnessed the power of deep learning to capture both 
local nuances and long-term relationships within textual input. The 
integration of word embeddings such as Google’s Word2Vec and 
GloVe has signiϐicantly elevated the quality of text representation. Our 
approach has demonstrated remarkable results through extensive 
experiments on the Stack Overϐlow dataset, showcasing its efϐicacy 
in addressing the challenges associated with duplicate question 
identiϐication. Notably, our CNN-LSTM hybrid model, with its 
carefully selected conϐigurations, outperforms other methodologies, 
achieving accuracy rates of 0.68 with the Adam optimizer and 0.74 
with the Nadam optimizer. These ϐindings highlight the potential 
of our technique not only for Stack Overϐlow but also for a wide 
range of question-and-answer platforms, promising enhanced 
user experiences and paving the way for advancements in natural 
language processing. Our research underscores the pivotal role 
of deep learning in text mining and its capacity to streamline the 
process of duplicate question detection, contributing to the ever-
evolving landscape of knowledge sharing on the internet.
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Figure 4: Train/Test Comparison of the proposed technique.
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