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Abstract
The rapid development of wearable technology provides new opportunities for action data processing and classifi cation techniques. Wearable 

sensors can monitor the physiological and motion signals of the human body in real-time, providing rich data sources for health monitoring, sports 
analysis, and human-computer interaction. This paper provides a comprehensive review of motion data processing and classifi cation techniques 
based on wearable sensors, mainly including feature extraction techniques, classifi cation techniques, and future development and challenges. First, 
this paper introduces the research background of wearable sensors, emphasizing their important applications in health monitoring, sports analysis, 
and human-computer interaction. Then, it elaborates on the work content of action data processing and classifi cation techniques, including feature 
extraction, model construction, and activity recognition. In feature extraction techniques, this paper focuses on the content of shallow feature extraction 
and deep feature extraction; in classifi cation techniques, it mainly studies traditional machine learning models and deep learning models. Finally, this 
paper points out the current challenges and prospects for future research directions. Through in-depth discussions of feature extraction techniques 
and classifi cation techniques for sensor time series data in wearable technology, this paper helps promote the application and development of 
wearable technology in health monitoring, sports analysis, and human-computer interaction.
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Introduction
The rapid development of technology and the continuous 

progress of society have made wearable technology one of the most 
concerned fi elds in recent years [1-4]. Wearable devices such as 
smart watches, smart glasses, health trackers, and smart clothing 
have gradually integrated into our lives, not only providing us with 
many conveniences but also giving us more opportunities to obtain 
data about ourselves and our surrounding environment. Sensors 
in these devices collect various types of data, including images, 
sounds, motions, physiological parameters, time series data, etc. 
[3,5]. Among them, time series data is a particularly challenging 
type of data because they usually contain a large amount of time 
series information and require complex processing and analysis 
techniques to extract useful information.

The rise of wearable sensor technology has greatly benefi ted 
from the continuous progress of sensors and the improvement 
of computing power and storage capacity. Modern wearable 
sensors are capable of capturing multiple data types, including 

acceleration, gyroscope, heart rate, skin conductance, temperature, 
and so on. These sensors monitor various physiological and 
environmental parameters of the human body in a non-invasive 
manner, providing strong support for applications such as health 
monitoring, sports analysis, and the improvement of quality of 
life [6]. However, the data generated by these sensors is typically 
multi-channel, high-dimensional time series data with large data 
volume and complexity. Therefore, the classifi cation techniques 
for wearable sensor time series data have aroused widespread 
research interest and received extensive attention in both academia 
and industry. The effi  cient processing and analysis of these data to 
achieve accurate Human Activity Recognition (HAR) has become 
a challenge.

In the context of wearable sensor data,  HAR is an important 
application area that involves associating data captured by sensors 
with specifi c activities or states. Depending on the data type, HAR 
can generally be divided into two categories: HAR for video data 
[7-12] and HAR for wearable sensor data [6,13-15].
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The method of wearable sensor-based action classifi cation 
involves using embedded sensors to monitor human movement 
and physiological parameters. These sensors typically include 
accelerometers, gyroscopes, heart rate sensors, temperature 
sensors, etc. By capturing the output of these sensors, multi-
channel, high-dimensional data can be constructed for the analysis 
and classifi cation of diff erent human activities [6]. Camera-based 
action classifi cation methods use cameras or depth cameras 
to capture visual information about human movement. These 
methods typically involve computer vision and image processing 
techniques to enable real-time monitoring and classifi cation of 
human posture, and activities [10,12].

Compared to HAR based on wearable sensor data, applications 
based on video data face multiple challenges. These challenges 
include the potential risk of user privacy leakage, the fi xed position 
of the camera, the ease with which users can walk out of the 
camera range, and the large storage requirements for video data 
[5,16]. Therefore, HAR based on video data has a high demand for 
data storage and computing resources. In contrast, HAR based on 
sensor data can eff ectively circumvent these issues. In addition, the 
rapid development of mobile terminal hardware technology and 
Internet of Things technology has made wearable devices more 
compact, easy to carry, and easy to operate. These devices can be 
specially designed wearable device sensors for specifi c tasks, or 
sensors built into common mobile devices such as smartphones, 
smart bracelets, game consoles, smart clothing, etc. Compared to 
video data streams, the volume of sensor data is much smaller. 
Despite the continuous generation of data by sensors, the network 
transmission cost and computing cost are relatively low, making 
it easy to achieve real-time computing. The improvement of the 
computing power of intelligent terminal devices and the extensive 
application of remote big data cloud computing platforms have 
greatly increased the computing speed of applications based 
on wearable sensors, enabling them to respond to user needs 
more quickly. Especially in recent years, the development of 
edge computing has made data processing more effi  cient. More 
importantly, sensor data can eff ectively protect user privacy and 
reduce the infringement on users’ individual characteristics.

Therefore, with the rapid development of technologies such 
as hardware devices, mobile computing, and artifi cial intelligence 
Internet of Things, the HAR applications oriented towards wearable 
sensor data have gradually increased and been widely applied 
in daily life, including multiple fi elds such as health monitoring, 
entertainment, industry, military, and social interaction [2,4,17].

Health and medical care [18,19]. Wearable technology 
holds great potential in health monitoring. The emergence of 
smartwatches, health trackers, and medical devices allows people 
to monitor vital signs in real-time, such as heart rate, blood 
pressure, blood oxygen saturation, and body temperature. This 
real-time data monitoring can alert medical issues in advance and 
help patients better manage chronic diseases like diabetes and 
high blood pressure. At the same time, wearable technology is also 
used in surgical procedures to track patients’ vital signs, enhancing 
surgical safety.

Fitness and sports training [20-22]. Wearable technology has 

become a valuable assistant for fi tness and sports enthusiasts. 
Smartwatches and sports trackers can monitor exercise data, such 
as steps, calorie consumption, and sleep quality. This is valuable 
information for trainers, helping them adjust their training plans 
to improve eff ectiveness. In the professional fi eld, athletes can 
use wearable technology to optimize skills and monitor physical 
fi tness.

Entertainment and gaming [23,24]. Wearable technology off ers 
new possibilities for entertainment forms such as Virtual Reality 
(VR) and Augmented Reality (AR). VR headsets and AR glasses 
have been widely used in gaming, virtual travel, and training. They 
can provide an immersive experience, directly integrating players 
and users into the virtual world.

Production and industrial fi elds [25,26]. In the manufacturing 
and industrial fi elds, wearable technology helps to improve 
effi  ciency and safety. For example, smart glasses can provide real-
time information and guidance to workers, helping them complete 
complex tasks. Sensors embedded in workwear can monitor the 
posture and movements of employees to prevent injuries.

In conclusion, wearable technology has profoundly changed our 
way of life, providing more convenience, safety, and interactivity. 
Their application in multiple fi elds continues to drive technological 
innovation, indicating that we will continue to see more exciting 
development and improvement in the future. The continuous 
progress of these technologies will bring more possibilities to 
our lives, promoting the development of health, entertainment, 
productivity, and social interaction.

Generally, the classifi cation technology of wearable sensor time 
series data is summarized as the HAR basic framework as shown 
in Figure 1, which mainly includes three core modules, namely 
feature extraction, model construction, and activity recognition. 
By learning the feature vectors of human activities and actions 
from wearable sensor time series data through feature extraction, 
models are learned and constructed according to diff erent 
application requirements, and user action categories are identifi ed 
in practical applications using trained models. Based on this, this 
paper focuses on a comprehensive review of the development of 
classifi cation technology for wearable sensor time series data, 
focusing on the feature extraction technology of wearable sensor 
time series data, time series classifi cation models, and current 
challenges, in order to help researchers better understand the 
current situation and future development trends in this fi eld.

Feature extraction

The goal of feature extraction is to fi nd features that can 
express diff erent activities so that they can be used for action 
discrimination in sensor data classifi cation techniques. This fi eld 
is currently one of the research hotspots. A good feature expression 
has a signifi cant impact on the classifi cation accuracy of the 
model. Sensor data, mainly from triaxial inertial sensors such 
as accelerometers, gyroscopes, and magnetometers, are used to 
construct these features.

As shown in Figure 1, preprocessing of the original data is a 
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necessary step before constructing the feature space, aimed at 
reducing noise data in the original data and slicing time-series 
data according to the window size. First, the original data is 
processed through a fi lter to reduce noise points and normalize the 
data within a certain period of time. Next, the data is segmented 
according to a fi xed window size, and the time-series sensor data 
within each window is regarded as a processing sample unit for 
activity recognition [27]. Typically, longer-lasting actions use 
larger time windows, while shorter actions use smaller time 
windows. The size of the sliding window is typically determined 
by the activity category and the data sampling frequency. A large 
window may contain multiple short-term activity categories, while 
a small window may result in incomplete actions [28,29].

According to the way features are generated, features in the 
HAR framework can be divided into two categories: traditional 
features and deep features [30,31]. Shallow features are features 
manually extracted based on statistical methods, while deep 
features are features automatically extracted based on neural 
networks, etc.

Shallow feature extraction 

The traditional features mainly rely on empirical knowledge 
and require artifi cial extraction of statistical signifi cance feature 
vectors from the partitioned data, including time-domain features 
[32], frequency-domain features [33], and other features [14,34]. 
Among them, time-domain features mainly include mean, variance, 
standard deviation, skewness, kurtosis, quartiles, mean absolute 
deviation, and correlation coeffi  cients between axes; frequency-
domain features mainly include peaks, energy, and discrete cosine 
transform of the discrete Fourier transform spectrum; wavelet 
features are approximate wavelet coeffi  cients and detailed wavelet 
coeffi  cients obtained after discrete wavelet transform and these 
features are shown in Table 1.

The method of manual feature extraction is explanatory, 
easy to understand, and low in computational cost. However, 
for complex actions, the expressiveness of traditional features is 
limited, which aff ects the recognition eff ect of the model. In the 

research on human action recognition based on wearable sensors, 
researchers have used various feature extraction methods and 
classifi cation techniques to solve this problem. The following are 
some representative research methods: Altim, et al. [35] used 
time-domain features such as mean, variance, skewness, kurtosis, 
and the correlation coeffi  cients between axes, and compared the 
performance of diff erent classifi cation techniques. Zhang, et al. 
[36] extracted time-domain features such as mean, quartiles, and 
skewness, and used sparse representation algorithms for action 
classifi cation. Bao, et al. [37] used time-domain features such 
as mean, correlation coeffi  cients between axes, and peaks and 
energies of the Discrete Fourier Transform spectrogram to identify 
20 daily actions. Altun, et al. [38] used frequency-domain features 
based on Discrete Cosine Transform for action classifi cation in 
another study. Khan, et al. [39] used autoregressive models and 
extracted features such as autoregressive coeffi  cients and the 
inclination angle of the body for action recognition.

After extracting these features, researchers usually face 
a high-dimensional feature vector, which may lead to high 
computational complexity, insuffi  cient data intuitiveness, and 
poor visibility. Therefore, feature dimensionality reduction is 
necessary to eliminate redundant information in the data. In 
sensor-based human action recognition research, common feature 
dimensionality reduction methods include Principal Component 
Analysis (PCA) [40-42], Linear Discriminant Analysis (LDA) 
[43,44], and Independent Component Analysis (ICA) [45,46], etc.

The core idea of PCA [40-42] is to project high-dimensional 
data into a low-dimensional space while preserving as much 
information as possible. This is achieved by calculating the 
covariance matrix and eigenvalues, and then arranging the feature 

Figure 1: The basic framework of HAR is based on sensor time series data classifi cation technology.

Table 1: Feature types in action recognition tasks.
Feature Type Description

Time Domain Features mean, variance, skewness, maximum value, minimum 
value, peak value, zero-crossing rate, kurtosis, etc.

Frequency Domain 
Features

Spectral peak value, energy, Fourier transform, median 
frequency, information entropy, etc.

Other Features Wavelet coeffi  cients, IMF decomposition coeffi  cients, 
etc.
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vectors based on the magnitude of the eigenvalues. By setting 
the threshold of the cumulative variance contribution rate, a few 
feature vectors can be selected to map high-dimensional data into 
low-dimensional space. For example, Altun, et al. [47] used PCA to 
reduce the dimensionality from 1170 dimensions to 30 dimensions.

The goal of LDA [43,44] is to fi nd the best projection direction 
so that samples of the same category are as close as possible 
and samples of diff erent categories are as far apart as possible. 
Compared to PCA, LDA is a supervised learning method. For 
example, Khan, et al. [39] used LDA for feature dimensionality 
reduction, thereby improving the accuracy of action recognition.

ICA [45,46] is an analysis method based on the high-order 
statistical characteristics of signals, which reduces dimensions by 
fi nding projection directions that make data independent. ICA is 
suitable for non-Gaussian data and seeks mutually independent 
projection directions. For example, Mantyjarvi, et al. [48] used 
the ICA method and combined it with neural networks for action 
classifi cation.

These feature extraction and dimension reduction methods 
play a key role in human action recognition with wearable sensor 
technology, helping to improve the accuracy and effi  ciency of 
classifi cation. Researchers choose appropriate methods according 
to specifi c application scenarios and data types to achieve the best 
recognition performance.

Deep feature extraction 

Deep features refer to the use of neural networks or deep 
learning techniques to automatically extract more complex features 
from pretreated data, reducing the need for manual intervention. 
Compared to traditional features, deep learning features have 
better robustness and generalization, and can eff ectively cope with 
problems of within-class diff erences and between-class similarity. 
Convolutional Neural Networks (CNN) is a widely studied feature 
extraction method in the fi eld of deep learning, successfully 
overcoming the challenges of numerous parameters and diffi  cult 
feature preservation in image processing. Without the need for 
domain-specifi c expertise, CNN can automatically extract high-
resolution features and has been successfully applied to image 
recognition and speech recognition, among others, achieving 
outstanding research results. In recent years, CNN has also made 
signifi cant progress in the fi eld of HAR based on temporal data 
collected by sensors. Unlike image raw data, sensor data is one-
dimensional time series data and cannot directly be used by CNN 
to extract features of diff erent activities, thus requiring appropriate 
modifi cations to the data or model. Literature [49] is the fi rst to 
apply CNN to the study of HAR based on sensor data, describing 
the basis and advantages of applying CNN in the fi eld of activity 
recognition from the perspectives of local dependence and scale 
invariance. Local dependence means that data nearby at the same 
time in time series data has a strong correlation, similar to the 
correlation between adjacent pixels in the same image. CNN can 
capture the local dependence of data from diff erent activity signal 
sources. Scale invariance refers to the ability of image data to 
maintain its features after being scaled at diff erent scales. In time 
series data, the same category of actions may appear at diff erent 

time cycles, and CNN can capture the features of the same category 
of actions without being disturbed by time variations.

In classifi cation models based on time series data from sensors, 
there are mainly two types of methods for using Convolutional 
Neural Networks (CNNs) to extract features: data-driven and 
model-driven [50]. The data-driven type treats each dimension 
of the time series signal of the sensor data as an independent 
channel and uses one-dimensional convolutional kernels to extract 
features. The model-driven type, on the other hand, converts one-
dimensional signals into two-dimensional signals according to 
certain rules and then uses two-dimensional convolutional kernels 
for feature extraction.

 Feature extraction based on one-dimensional 
convolutional: The one-dimensional convolutional kernel is 
applied to one-dimensional time series data to extract features 
with time dependence. Although the types of sensors used in 
wearable devices are diverse, the sensor data or channel data 
are all one-dimensional time series data, such as the time series 
data of each axis representing a channel, such as each axis in 
an accelerometer. In most of the convolution methods of one-
dimensional convolutional kernels, the input matrix is composed 
of the sliding window size and the total number of sensor channels, 
and the one-dimensional convolutional kernel is used to convolve 
the data on each channel. Therefore, in the case of a fi xed sliding 
window, action features can be automatically extracted. Although 
the specifi c selection of sensors and the structure of CNN in the 
relevant literature are slightly diff erent.

Literature [49] regards the three-axial data of a single three-
axis accelerometer as three channels, convolves and pools them 
along the time axis respectively, and fi nally combines them into 
the feature vector of the window, and proposes a CNN convolution 
method with locally shared weights. This study uses a pair of 
convolutional and pooling layers, so the extracted features are 
automatically extracted from shallow features. Literature [51] 
also uses the original three-axis data of a single accelerometer as 
the input of the convolutional network but changes the size of the 
convolutional kernel to adapt to the characteristics of the three-
axis acceleration signal. Similarly, literature [52] uses three-axis 
acceleration data collected by a wrist sensor to identify volleyball 
actions. Literature [53] uses the three-axis data of an accelerometer 
and the three-axis data of a gyroscope to form six channels, 
processes the input using one-dimensional convolutional kernels, 
and extracts deep features through multiple convolutional and 
pooling layers to improve the recognition accuracy. In literature 
[54], not only the three-axis accelerometer is used, but also 
various sensor data is used, extending the three channels to multi-
channels, and using two convolutional layers and pooling layers 
of one-dimensional convolutional kernels to extract features. 
Literature [55] combines CNN and Long Short-Term Memory 
(LSTM) networks to learn deep learning models, using multi-layer 
one-dimensional convolutional kernels to automatically extract 
features without using pooling layers, and then using LSTM for 
classifi cation and recognition, achieving excellent results on the 
general data set. 
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The one-dimensional convolutional kernel shows excellent 
mining ability of time-dependent dependencies in the feature 
extraction process. However, it usually ignores the spatial 
dependencies between diff erent categories of sensors or between 
the diff erent axial data of the same sensor, which has a negative 
impact on the recognition eff ect of human actions.

Feature extraction based on two-dimensional 
convolutional: Due to the limitations of the one-dimensional 
convolutional kernel in processing time-series data from sensors, 
model-driven methods are used to reorganize the original data 
and generate an image-like input matrix, referred to as an action 
picture. The matrix is then processed using two-dimensional 
convolutional kernels and corresponding pooling operations to 
extract spatiotemporal dependencies. After feature extraction, 
diff erent learning models are applied. Literature [56] considers 
the original multi-channel data as an image, uses two-dimensional 
convolutional kernels to convolve the entire image, and generates 
a one-dimensional feature mapping. Then, a one-dimensional 
convolutional kernel is applied again to the one-dimensional 
feature mapping generated in the fi rst layer. Literature [57] 
arranges the same type of sensor data from diff erent positions in 
the three axes and uses zero matrices to separate them, so that all 
axial data information is included in the same action picture. On 
this input structure, a two-dimensional convolutional kernel is 
used to combine the temporal and spatial dependencies. On the 
basis of the two-dimensional convolutional kernel in Literature 
[57], Literature [58] realizes two convolutional neural network 
structures, namely local weight sharing and global weight sharing. 
Literature [59] converts one-dimensional original signal data 
into spectral data by Fourier transform, generates spectra for the 
three-axis accelerometer and the three-axis gyroscope signals, 
and then uses the spectra as input for convolutional operations. 
Similarly, Literature [60] proposes an algorithm that converts one-
dimensional signals into two-dimensional image signals, enabling 
each channel signal to be connected to other channel signals, even 
if they are of diff erent types, and enabling dependencies between 
every two signals to be extracted. Literature [61] modifi es the 
input image construction algorithm and adjusts the (x, y, z) axis 
data arrangement order of diff erent types of three-axis sensors at 
the same time, ensuring that all diff erent types of sensors data are 
adjacent at this moment, and the data of the same type of sensors 
in diff erent axial directions are also adjacent.

Compared with the one-dimensional convolutional kernel that 
only considers the temporal dependency, the two-dimensional 
convolutional kernel provides more application angles to make 
greater use of the spatial dependency of the sensor data. The 
human action recognition model based on two-dimensional 
convolutional kernels relies on the organizational structure of 
the input data, but existing research only uses simple and plain 
channel arrangement methods to process diff erent sensor data, 
and then directly performs two-dimensional convolutions, or 
roughly combines data from the same position in the three axes. 
Although the existing two-dimensional convolutional methods 
based on convolutional kernels show better performance in 
improving evaluation indicators such as accuracy and precision 
compared to traditional HAR methods based on statistical features 

or one-dimensional convolutional kernels, they fail to reasonably 
and fully utilize the characteristics of the three-axis sensor data at 
diff erent positions, or to tap the potential of spatial dependencies.

Classification model

Building classifi cation models is another core research issue. 
The input of the model is the feature extracted from the original 
data, and the output is the label of these input features. The 
existing classifi cation models based on sensor time series data can 
be divided into two categories according to the learning principle 
and feature category, namely traditional classifi cation models and 
deep learning models.

Traditional classification model

The traditional classifi cation techniques can be mainly divided 
into two categories: single-instance-based methods and sequence-
based recognition methods.

The single-instance-based methods, such as Least Squares 
Method (LSM) [62], K-Nearest Neighbor (K-NN) [63], Decision 
Tree (DT) [64,65], Threshold-based Classifi cation [66], Naive Bayes 
(NB) [65,67], Dynamic Time Warping (DTW) [68,69], Support 
Vector Machine (SVM) [70,71], and Artifi cial Neural Networks 
(ANN) [72,73], etc. These methods typically independently 
assign labels to each individual feature vector, independent of the 
previous action classifi cation situation.

 LSM [62] works by fi rst calculating the average reference 
vector for each category, then subtracting each test vector from 
these average vectors and calculating the vector norm between 
them, which is the distance. Finally, the label is assigned to the test 
vector based on the minimum distance. LSM is a relatively simple 
classifi er because it only requires the use of average vectors, so it 
has low storage requirements, short execution time, and no need 
for prior training. Therefore, it is typically applied to real-time 
action recognition systems.

K-NN [63] is a classic pattern classifi cation algorithm that has 
been widely used in human action recognition research. The core 
idea is to calculate the distance between the test vector and each 
sample vector, then assign the test vector to the category with the 
most identical labels to the sample vectors with the most labels. 
Although K-NN does not require training during classifi cation, it 
requires storage of all sample vectors and calculation of the distance 
between the test vector and all samples, resulting in increased 
computational complexity when processing large amounts of data.

DT [64,65] is a tree-like structure where each leaf node 
represents a category and each branch represents the output of 
a feature. The classifi cation process starts from the root node by 
establishing multiple levels of decisions. Studies have shown that 
DT can be used to evaluate the eff ectiveness of multi-sensor action 
recognition systems. 

NB [65,67] is a classifi cation algorithm based on Bayes’ 
theorem, which assumes independence between features. In 
human action recognition research, NB is used to calculate the 
probability density function (Probability Density Function, PDF) of 
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features and the posterior probability of the test sample belonging 
to diff erent categories. 

DTW [68,69] is a method for judging the similarity between 
two sequences and fi nding the best match between two given 
sequences under certain constraints. In DTW-based HAR, the test 
vector is compared with all stored reference feature vectors to fi nd 
its minimum cost warping path.

SVM [70,71] is a classical pattern recognition method, mainly 
used to solve problems such as small sample and high-dimensional 
data classifi cation. It realizes classifi cation tasks by constructing 
the optimal hyperplane in the feature space. However, it should be 
noted that SVM algorithms usually require relatively long training 
time in the model training stage.

ANN [72,73] is a computational model inspired by the structure 
of brain neurons, including an input layer, one or more hidden 
layers, and an output layer. ANN performs model training through 
the connection of weights and thresholds and is able to calculate 
the boundaries of the decision region.

The sequence-based recognition method requires considering 
past classifi cations to determine the label of the current feature 
vector. Such methods include Hidden Markov Model (HMM) [74-
76], Gaussian Mixture Model (GMM) [75,77,78], etc. They are more 
suitable for processing time series data because they can consider 
the correlations between data, thereby improving the accuracy of 
classifi cation.

HMM [74-76] is a sequence-based generative learning 
algorithm. In action recognition, the hidden state of HMM 
corresponds to diff erent human actions, and the observed state 
corresponds to the feature vectors extracted from the data. 
Each hidden state outputs an observation value in the form of 
probabilities, and the transitions between hidden states also have 
a certain probability.

GMM [77,78] is an unsupervised probabilistic model commonly 
used to solve the clustering problem of data, especially in medical 
statistics and action recognition. The parameters of GMM are 
typically solved by the Expectation Maximization (EM) algorithm. 
However, it is important to note that the solution of GMM involves 
the EM algorithm, which may result in the risk of falling into a 
local optimum solution.

By providing a detailed description of these classifi ers and 
methods, researchers can better understand their characteristics, 
application fi elds, and potential advantages and disadvantages, 
thereby better selecting the appropriate classifi er for their research 
needs. This helps to improve the application eff ect of wearable 
sensor technology in human action recognition.

Deep learning model

In recent years, deep learning techniques have achieved a 
series of remarkable research results in the fi eld of HAR [79-
83]. Deep learning networks are defi ned as multi-layer neural 
networks and are currently one of the most widely used models in 
HAR models, including convolutional networks [84-87], recurrent 

neural networks, etc. [88-92]. Deep learning HAR models build 
classifi cation models by learning deep features, mainly divided into 
three categories [50], namely generative deep learning models, 
discriminative deep learning models, and hybrid deep learning 
models. Generative deep learning models include autoencoders 
and recurrent neural networks, and HAR based on long short-
term memory recurrent networks (Long Short-Term Memory, 
LSTM) is a typical example [91,92]. Discriminative deep learning 
models mainly use convolutional neural networks and deep fully 
connected networks. With the increase in the dimensionality of 
HAR source data and the complexity of data, increasing the number 
of hidden layers and feature widths in the network can eff ectively 
extract more representative features. Compared to fully connected 
networks, convolutional neural networks reduce the number 
of parameters by sharing parameters, and have the advantages 
of local dependence and scale invariance, which can eff ectively 
extract the spatiotemporal features of wearable sensor time series 
data. Hybrid deep learning models combine and connect the two 
models mentioned above. For example, convolutional neural 
networks can be connected to recurrent neural networks [55], 
where convolutional neural networks are mainly used for feature 
extraction, while recurrent neural networks are used to implement 
classifi cation. Similarly, convolutional neural networks can also be 
used in combination with Boltzmann machines [93].

Comprehensively examining existing models, they can be 
classifi ed into supervised learning, unsupervised learning, and 
weakly Supervised Learning models from the perspective of the 
learning tasks of the model, the amount of data, and the quality 
of labels.

Supervised learning: Supervised learning requires high-
quality labels for the training data and also ensures that each 
category has suffi  cient data volume. In sensor data classifi cation 
models, most learning tasks belong to supervised learning, and 
good classifi cation performance has been achieved.

Unsupervised learning: In unsupervised learning, most 
models employ pre-training methods to guide discriminative 
training and improve generalization performance in processing 
unlabeled data. Once eff ective feature extraction capability 
is obtained, a common practice is to combine supervised 
learning methods for network fi ne-tuning. Some widely adopted 
unsupervised pre-training algorithms include restricted Boltzmann 
machines [94-96], autoencoders [97,98], and their variants 
[99,100], etc. For example, reference [101] investigated three 
unsupervised learning techniques, namely sparse autoencoders, 
denoising autoencoders, and principal component analysis, to 
learn useful features from sensor data, followed by classifi cation 
using support vector machines. At present, unsupervised learning 
cannot independently complete the HAR task, that is, it cannot 
accurately identify the true labels of activities from samples without 
original labels. In fact, it is essentially a two-stage process, with 
the fi rst stage being pre-training, which belongs to unsupervised 
learning, while overall, it is a semi-supervised learning method.

Weakly Supervised Learning: Unlike supervised learning 
and unsupervised learning, weak supervision learning covers 
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scenarios with partially labeled sample data, including common 
forms such as semi-supervised learning and unsure supervision 
learning. In the fi eld of semi-supervised HAR, literature [102] 
proposed a semi-supervised deep HAR model aimed at addressing 
the class imbalance problem under limited labeled data. The 
model trained multiple classifi ers on diff erent data types through 
co-training to classify unlabeled data. Experiments proved that, 
in semi-supervised HAR models, using only 10% of labeled data 
could outperform supervised learning models.

Literature [103] overturned the supervised learning method’s 
assumption of feature engineering and proposed two semi-
supervised methods based on Convolutional Neural Networks 
(CNN) to learn discriminative features that could be obtained from 
labeled data, unlabeled data, and raw sensor data. Both supervised 
and semi-supervised learning require high-quality, correctly 
labeled samples as a premise. However, in practical applications, 
especially in the process of labeling sensor data categories, 
inaccurate labels often occur, thus creating the demand for unsure 
supervision learning.

Uncertain labels typically result from label annotation 
techniques. Currently, there are two main types of label annotation 
techniques for training data: offl  ine annotation methods and 
online annotation methods [104]. Offl  ine annotation methods 
refer to the label annotation process achieved through video, 
audio recording, user feedback, and direct observation of sensor 
data, etc. In contrast, online annotation methods involve labeling 
directly during the execution of an action, such as using empirical 
sampling methods, etc.

A common and eff ective learning model for solving the 
classifi cation problem of uncertain labels is Multiple Instance 
Learning (MIL). Literature [104] was the fi rst study to apply MIL 
to HAR recognition, proposing a new label annotation strategy 
aimed at reducing the empirical sampling frequency in HAR. 
Furthermore, literature [105] proposed a graph generation multiple 
instance learning HAR model based on autoregressive hidden 
Markov. These models belong to the traditional weak supervision 
learning category. It is worth noting that the MIL ideology can also 
be applied to deep learning models, for example, literature [106] 
integrated the MIL ideology into the Long Short-Term Memory 
(LSTM) model, which can be deployed on resource-constrained 
microdevices for early activity recognition and monitoring.

 Future challenges and development

With the rapid development of Internet of Things technology and 
mobile terminal technology, the technology of data classifi cation for 
wearable sensors has become a very important research direction 
and plays a pivotal role in pervasive computing and human-
computer interaction, greatly enriching people’s intelligent life 
and enhancing the good experience brought by technology. It has 
broad application prospects and research signifi cance. The future 
of wearable sensor time series data classifi cation technology is full 
of potential and challenges. This section will discuss some possible 
future development directions and challenges.

Further application of deep learning: Deep learning has 

made signifi cant progress in wearable sensor data classifi cation, but 
there are still many future opportunities. One of them is to explore 
deeper learning models to improve classifi cation performance. 
The architecture of deep neural networks can be optimized to 
adapt to diff erent types of time series data, including biomedical, 
sports, and environmental data. In addition, researchers can 
try to combine deep learning with other techniques, such as 
reinforcement learning and transfer learning, to better handle the 
diversity and complexity of data.

Integration of multi-modal data: Future research can 
focus more on the integration of multi-modal data. Multi-modal 
data refers to data from diff erent sensor types or data sources, such 
as images, audio, physiological data, etc. Integrating multi-modal 
data can provide more comprehensive information and help to 
classify and understand user status more accurately. However, the 
integration of multi-modal data also brings challenges, including 
the alignment of data, the fusion of features, and the design of 
model, etc. Future research needs to further solve these technical 
problems.

Real-time classifi cation and feedback: The future 
development of wearable sensor technology can be towards real-
time classifi cation and feedback. Real-time classifi cation can 
make the system more interactive and provide instant health 
and behavioral advice to users. For example, in the fi eld of health 
monitoring, real-time classifi cation can help monitor heart 
conditions and provide emergency medical intervention in time. To 
achieve real-time classifi cation, problems such as data processing 
and communication delays, and the protection of user privacy and 
data security need to be addressed.

Model interpretability: With the widespread application 
of complex models such as deep learning, model interpretability 
has become an important issue. Users usually need to understand 
why the system makes a specifi c classifi cation decision, especially 
in the medical fi eld. Future research can focus on improving 
model interpretability to enable users to better understand the 
working principle of the system and provide trust and reliability 
for clinicians and decision makers.

Data privacy and ethics issues: Data privacy and ethics 
issues will continue to be an important challenge for wearable 
sensor technology. Users’ personal data needs to be strictly 
protected, and at the same time, it is also crucial to ensure the 
ethical use of data in research. Future research needs to focus 
on how to design privacy-protected mechanisms and ethical 
guidelines to balance the usefulness of data and user rights.

Data annotation and dataset: Building rich and diverse 
datasets is crucial for advancing research. Future research can 
invest more eff ort in creating open datasets for wearable sensor 
data classifi cation to allow researchers to better evaluate and 
compare the performance of diff erent methods. In addition, data 
annotation is also a challenge and more eff ective annotation 
strategies and tools need to be developed.

Practical application and commercialization: 
Ultimately, research needs to be more closely integrated with 
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practical applications and commercialization. Applying wearable 
sensor technology to health monitoring, sports training, 
industrial production, and other fi elds can create huge business 
opportunities. Future research needs to focus on how to eff ectively 
translate research results into practical products and solutions to 
meet market needs.

In the fi eld of wearable sensor time series data classifi cation 
technology, despite many challenges, future research will continue 
to drive progress in this fi eld, providing more possibilities 
for health, science research, and industrial applications. By 
continuously exploring new methods and technologies, we can 
better understand and utilize wearable sensor data to bring more 
benefi ts to society and individuals.

Conclusion

This paper provides a comprehensive review of motion data 
processing and classifi cation techniques based on wearable sensors, 
with a specifi c emphasis on feature extraction and classifi cation 
models. The rapid development of wearable technology has opened 
up new opportunities for real-time monitoring of physiological and 
motion signals, off ering rich data sources for health monitoring, 
sports analysis, and human-computer interaction. Currently, 
wearable sensor technology has played a crucial role in health, 
sports, entertainment, production, and industrial fi elds. Our 
research focuses on the core of HAR framework, encompassing 
feature extraction and activity recognition modules. We conducted 
a detailed exploration of shallow and deep feature extraction 
techniques, delving into the application of traditional machine 
learning models and deep learning models in classifi cation. The in-
depth analysis aims to propel the application of wearable technology 
in health monitoring, sports analysis, and human-computer 
interaction. Certainly, as we delve into the realm of wearable sensor 
technology, challenges gradually emerge, providing opportunities 
for future research. Looking ahead, we anticipate witnessing more 
exciting developments in health, entertainment, production, and 
social interaction, as wearable technology continues to redefi ne 
and enhance our way of life.
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