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Introduction
Federated Learning, additionally known as collaborative 

learning, is a ML setting where a group of client devices (such 
as smart devices, handheld devices, or fairly capable accessible 
systems) come together, form a team, and collaborate to build 
their model in a decentralized manner as shown in Figure 1.

Only the updates are shared among the devices in federated 
learning; the data is not. Model training and model inference 
are the two steps of federated learning [1]. Information, but not 
data, can be transferred between parties throughout the model 
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Figure 1: Federated Learning [4].
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training process.

No secure, private data at either site is exposed as a result 
of the transaction. The practiced model may be kept by one 
party or distributed among several parties [2]. With FL, 
distributed ML can be successfully executed by a number 
of users or computer nodes while safeguarding enormous 
amounts of data, exchanging expertise, ensuring the 
confi dentiality of mobile data, and abiding by the law. If user 
activities do not provide results, (for example, by guessing 
the user’s next word when typing), developers can’t expect 
users to put in the extra work to label the machine learning 
model’s training data. Language modelling is an example of 
an unsupervised learning system in which federated learning 
is helpful [3]. FL allows for the faster, more effi  cient, and less 
power-intensive development and testing of better models. 
The primary objective of FL’s creators is to create models of 
machine learning utilizing data sets dispersed across several 
devices while preventing data loss. FL can be characterized 
as follows: Horizontal Federated Learning (HFL), Vertical 
Federated Learning (VFL) and Federated Transfer Learning 
(FTL) [2]. 

The datasets used in HFL are all comparable; for 
instance, take the case of two banks that are situated in 
separate cities (X and Y). The users can access data from 
users in bank X while using data from users in bank Y since 
the banks are in the same industry and keep user data with 
the same characteristics. The schematic diagram of HFL is 
shown in Figure 2.

The HFL may be summed up as [1]:

 , , , , ,  ,X X Y Y I I D Di j i j i j i j i j                       (1)

The datasets in vertical federated learning are all 
complimen- tary, i.e., the bank and the hospital are situated 
nearby. Al- though they have information on local customers, 
banks only record fi nancial information, whereas hospitals 
only record medical data. 

The schematic diagram of VFL is shown in Figure 3.

 The VFL may be summed up as [1]:

, , , ,X X Y Y I I D D i ji j i j i j i j                      (2)

In FTL, we take lessons from a trained model. We can 
identify the consumers who save money at location A and 
receive treatment at location B using the FTL example given 
above. The schematic diagram of FTL is shown in Figure 4.

The FTL may be summed up as [1]:

, , , ,X X Y Y I I D D i ji j i j i j i j                           (3)

The installation of necessary components in a system, 
such as edge devices, cloud servers, or mobile devices, is 
known as federated learning deployment. The procedure 
entails creating the architecture of the system, choosing 
appropriate models and algorithms, putting the system 
into practice, testing and verifying it, and then releasing it 
to users. One diffi  culty is protecting user data privacy and 
security, which may be done via sophisticated cryptographic 
methods. 

According to the authors in [5], some of the most 
prevalent frameworks used in FL are as follows:

• TensorFlow Federated (TFF): TFF is an open-
source TensorFlow module that provides an API for 
FL. TFF off ers several optimizations for eff ective 
model training and enables developers to easily 
construct and test federated models.

• PySyft: A secure and decentralized machine learning 
application may be created using the open-source 
Python module PySyft. FL, diff erential privacy, and 

Figure 2: Horizontal Federated Learning (HFL).

Figure 3: Vertical Federated Learning.

Figure 4: Federated Transfer Learning.
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other methods for handling delicate data are sup- 
ported by PySyft.

• Flower: Another open-source FL frame- work is 
Flower. Developers may simply construct and manage 
federated models using Flower, which off ers an 
abstraction for federated learning. Various methods 
are supported by Flower to enhance model training.

• IBM Federated Learning: IBM FL is a platform 
off ered by the company which enables developers 
to build and train models on distributed data while 
also providing tools for regulating data security and 
privacy.

The decision relies on the particular requirements of the 
project because these frameworks vary in several ways, such 
as support for various models and optimizations. However, 
they are certainly an ideal place to begin using federated 
learning.

Study on smart health and fi ntech services

Federated learning off ers a wide range of applications, 
including sales, smart health, fi nancial services, and many 
more, since it can train a single model on data from various 
sources while maintaining data privacy and security. 
However, this paper focuses on the applications of FL over 
Smart Health and Fintech services because of a variety of 
criteria such as privacy protection, integrity, data security, 
and others, the data acquired from these services cannot be 
aggregated for the training of ML models.

Without disclosing the data, a multi-party database 
querying technology called FL may be employed. In the case 
of fi ntech services, multiparty borrowing poses a signifi cant 
risk to the fi nancial services industry. This happens when 
certain people fraudulently borrow through one bank and 
return the loan at another, putting fi nancial stability at 
risk. A large number of such illicit transactions might bring 
the entire banking system down. Therefore, a federated 
learning architecture may be utilized to identify multiparty 
borrowing across banks X and Y without disclosing the user 
list to one another. A vertical federated learning framework-
like action is one in which the user lists at each party are 
encrypted via federated learning’s encryption mechanism, 
and then the encrypted lists are connected inside the 
federation. The list of multi-party borrowers is revealed 
upon decryption of the fi nal result, but the other party is 
not made aware of the identities of the other moral users. 
Smart healthcare is another area that will gain a lot from the 
expansion of federated learning practices. Clinical trial data, 
medical reports, patient identifi cation, and other types of 
medical data are extremely cryptic and private, but medical 
data are diffi  cult to get since they are kept in inaccessible 
medical facilities and hospitals. Due to restricted access 
to data and a lack of labels, the machine learning models 

function poorly, becoming the bottleneck of existing 
smart healthcare [6]. We believe that if the entire medical 
community joined forces and shared their data, the accuracy 
and effi  ciency of ML model trained on a big medical dataset 
would be signifi cantly improved and the basic strategy for 
fulfi lling this goal is using a combination of transfer learning 
and federated learning. Transfer learning might be used to 
add the labels that are missing, increasing the amount of 
data that is accessible and enhancing the performance of a 
trained model. FTL would thus be critical in advancing the 
blooming of smart healthcare and could even raise the bar 
for patient care [1].

Conclusion
In recent years, data segregation and a focus on data 

privacy have emerged as the future artifi cial intelligence 
diffi  culties, while FL has provided us renewed hope. The 
word “federated learning” relates to both a corporate 
approach and a technological standard. It may give a 
uniform paradigm for various enterprises while securing 
local data, allowing organizations to prosper together on the 
cornerstone of data security.

In general, this paper discusses the core principles and 
methodologies of federated learning and examines its poten- 
tial applications in the sectors of smart health and fi nancial 
services. The application of FL in smart-health and fi ntech 
services is still in its infancy, but it will rapidly evolve in the 
coming years for the provision of privacy-enhancing and 
smart health services. FL is expected to play a signifi cant 
infl uence in the development of large-scale and collaborative 
systems in order to migrate from centralized data analytics 
to distributed operations with privacy awareness.
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